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ABSTRACT Radar sensors offer several advantages over optical sensors in the gesture recognition for
remote control of electronic devices. In this paper, we investigate the feasibility of human gesture recognition
using the spectra of radar measurement parameters. With the combination of radar theory and classification
methods, we found that the frequencies of different gestures’ parameters could be utilized as features for
gesture recognition. Six kinds of periodic dynamic gestures are designed to avoid the complexity of defining
and extracting the start and end of the dynamic gesture. In addition to the frequency ratio, we also extracted
some features related to motion range and detection coherence to eliminate the interferences brought by
the unintended gestures. The decision tree classifier designed on the basis of experimental phenomena can
guarantee effective classification between different gestures, and in general, the correct recognition rate of
each gesture is higher than 90%. Finally, we collected the position and the Doppler velocity information of
hand for classification by a W-band millimeter wave radar in the experiment and verified the usability of the
proposed method.

INDEX TERMS Gesture recognition, millimeter-wave, feature extraction, decision tree.

I. INTRODUCTION
Since the beginning of the 21st century, traditional control
methods based on interactive hardware such as mice and
keyboards have gradually been replaced by touch controls.
However, touch is not the only way to interact. Other media,
like voices and gestures, are also convenient and attractive
ways to complete interactions because they do not require
any auxiliary equipment or contact. Hand gesture recognition
pertains to recognizing meaningful expressions of motion by
fingers/hands/arms. It is of utmost importance in designing
an intelligent and efficient human-computer interface. The
applications of gesture recognition are manifold, ranging
from sign language through medical rehabilitation to virtual
reality [1]. In particular, with the development of artificial
intelligence technology in recent years, the application poten-
tials of gesture recognition in intelligent buildings, smart
homes and smart driving have been explored [2]. However,
one of the major problems is to achieve the stability and
simplicity of direct contact control. Therefore, gesture recog-
nition has been a hot topic in the remote control field.

The associate editor coordinating the review of this manuscript and
approving it for publication was Ruqiang Yan.

Hardware devices and data processing algorithms are two
important parts for gesture recognition. The device system
can operate on different sensors, including optical/infrared
cameras [3]–[5], optical pulse equipment [6], data gloves [7],
ultrasound devices [8], and radar systems [9]. Although
optical/infrared-based gesture recognition systems provide
reliable recognition rates, the limitation is that the sensors can
be easily affected by brightness. Fortunately, the radar sys-
tem is insusceptible to ambient brightness and low in price.
Radar-based gesture recognition has aroused public interests.
However, the radar system also needs to consider the high
computing performance and power resources of the devices.

According to the recent published literatures, echo signals
of gestures captured by the radar system are explored to
extract useful features for subsequent recognition. The dif-
ferences among radar-based gesture recognitions are mainly
manifested in the following three aspects: the radar sys-
tem, the method of feature extraction, and the method of
recognition/classification. Yet the classification approach is
important, differences between the systems and the feature
extraction methods affect the robustness, the miniaturization,
the cost reduction, and real-time processing of the sensor
system to a greater extent.
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In terms of the radar system, several industry products have
used the millimeter wave band, the broadband waveform, and
the multi-antenna to make the radar smaller in size and more
accurate in parameter estimation. For example, Google’s
Project Soli works at 60 GHz, and uses multiple anten-
nas to capture the fine movements of the fingers [10]–[12].
Engineers from NVIDIA developed their Frequency Modu-
lated ContinuousWave (FMCW)monopulse radar that works
at 24GHz. Its high range resolution and capability of two-
dimensional (2D) angle measurement can obtain the tar-
get’s 4D information [13]. Texas Instruments (TI) designed
a 76-81GHz 3D radar, which can also be applied to auto-
motive detection, pedestrian monitoring, etc. [14]. Compared
with the industry products, the academic researches are more
diverse in the architecture of system. Their working frequen-
cies are from S band [15], [16] to terahertz [17], and the trans-
mitted waveform includes continuous wave [18], pulse [19],
FMCW [20] and so on. However, most of these radars do not
have the angle measurement capability and works in the low
frequency band which is not conducive to the miniaturization
of the radar or the application of high-resolution waveforms.

In order to obtain more useful information, the researchers
had explored the feature differences between gestures in
diverse information dimensions. The most popular topic is
extracting the micro-motion features of different gestures
in the time-frequency domain [15], [18], [21]–[25], [26].
According to these papers, it has been proved that the
classification based on micro-motion features is effective.
In addition, features such as target location, speed and
strength have also been studied [11], [20], [27]–[30].

An effective and practical classification algorithm is
the last step to achieve gesture recognition. The choice
of the classification algorithm depends mainly on the
types of the extracted features. When the features are
the raw signals, the Range-Doppler Maps (RDMs), or the
time-frequency diagrams, neural networks are usually used
as classifiers [31]–[37]. If the extracted features are sev-
eral gesture-related parameters, the traditional Nearest
Neighbor (NN) classifier, K-means classifier, or Support
Vector Machine (SVM) are generally faster and more
efficient [38]–[42].

Although great progresses have been made, two problems
still exist. The first is how to define and detect the start and
end of the gesture. Since the movement of the human hand
is coherent in both time and space, some unintended and
redundant actions are quite likely to interfere with gesture
recognition [30]. The second is the robustness of the algo-
rithms. The system should have the capability to filter out
the non-exact gestures while be more tolerant to the natural
spatial and temporal variations of each user and the various
gesture motions [11].

Actually, the application context of gesture recognition
determines the type of gesture and the level of accuracy.
For example, in vehicular applications, it is not quite neces-
sary for radar to identify particularly subtle, rapid motions,
while considerable stability and reliability of identification

are required [11]. In this paper, we propose a scheme for
gesture recognition based on the differences in spectral char-
acteristics of radar measurement parameters. In order to avoid
the effects of unintended and redundant actions, we define
six kinds of periodic gestures as examples. While the hand
periodically performs these dynamic gestures, the parameters
measured by the radar, i.e., the slant range, the Doppler, and
the azimuth angle, also exhibit periodic changes. This peri-
odicity is related to both the parameter itself and the gesture.
Therefore, we tried to extract the spectral features of the
radar parameters for gesture classification and recognition.
In the experiment, we used a millimeter-wave radar operating
at W-band to measure the target parameters required in our
applications. The results of gesture classification based on
experimental data showed that the proposed algorithm could
correctly recognize the designed gestures as well as elimi-
nate those invalid ones, which verified the feasibility of our
scheme.

The organization of this paper is as follows. Section II
mainly introduces the radar system, the experimental setup
and the radar signal processing scheme. Section III analyzes
the process and performance of the radar feature extraction
in detail, and then gives the specific method of classifica-
tion. The experimental results are given and discussed in
Section IV. Our conclusions are given in the last section.

II. EXPERIMENT SETUP AND RADAR MEASUREMENTS
To match the application requirements for radar gesture
recognition, we used a millimeter-wave radar designed with
TI’s AWR1642 chip, which operates at 77-81 GHz. Com-
pared to 24 GHz, the use of W-band for these applications
enables finer range resolution and velocity resolution, and
also results in a smaller form factor for the antennas, which
is a significant advantage [43]. In our experiment, the radar
sensor outputs parameters of gestures such as the Doppler
velocity for further extraction of features. Since the recogni-
tion strategy utilizes spectrum features of dynamic gestures,
the gestures were designed to manifest obvious periodicity.

A. RADAR SENSOR SYSTEM AND PLACEMENT
The transmitting signal bandwidth of this FMCW radar
is 3.5 GHz, so as to achieve a distance resolution of about
0.04 meter. The one-dimension Multiple-Input Multiple-
Output (MIMO) antennas, two for transmitting and four for
receiving, provide an azimuth angle resolution of about 15◦.
The Doppler velocity of the target can be obtained by Fast
Fourier Transform (FFT) at the slow time. Parameters of the
radar are listed in Table 1.

The radar is basically designed with TI’s AWR1642-based
automotive radar demo [43]. As shown in Fig.1, the basic
structure consists of an antenna array, a Monolithic
Microwave Integrated Circuit (MMIC) chip, a Power Man-
agement Integrated Circuit (PMIC) chip and a commu-
nication interface. The equipped Universal Asynchronous
Receiver/Transmitter (UART) communication interface sup-
ports direct data interaction between radar and computer via
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TABLE 1. Radar parameters.

FIGURE 1. Radar system structure.

Universal Serial Bus (USB). Besides, data interaction with
the outside through Controller Area Network (CAN) is also
available. The entire radar is quite small with a lateral dimen-
sion of approximately 13 cm. The radar consumes only 4 W.
If the radar waveform parameters are further optimized, there
is still a lot of room for the reduction of power consumption.
The signal processing algorithm on the radar also adopted
the processing scheme disclosed by TI. For more detailed
signal processing methods and principles, please refer to
the relevant introduction on the TI website [43] or related
literatures [44], [45].

The experimental configuration for collecting gesture data
is shown in Fig. 2. The radar with its beam vertically upward
is placed flat on the table. A Cartesian coordinate system is
established with the center of the radar antenna as the origin.
The plane where the horizontal beam is located is defined
as the x-O-y plane. During the experiment, the hand and the
forearm moved in the scope of the radar beam. The radar
measured the slant range R of the scattering point and the
azimuth angle θ (defined as the angle between the radar line
of sight and the y-axis in the x-O-y plane, and is positive
in the first quadrant) and the Doppler velocity (is positive if
the scattering point moves away from the radar). After the
measurement process, the data was packaged and sent to the
CAN interface card through the CAN, and then sent by the
CAN interface card to the personal computer (PC) for data
storage and subsequent processing.

B. GESTURE DESIGN
The main considerations when designing the gesture sets
were the needs of the performer and characteristics of the

FIGURE 2. Experimental Configuration.

FIGURE 3. Illustration for designed dynamic hand gestures.

system [11]. Our recognition model does not focus on tiny
movements compared to traditional micro-Doppler-based
models but on the periodicity of dynamic gestures. There-
fore, we designed several periodic gestures with the large
movements. As illustrated in Fig. 3, the six gestures are:
1) horizontal reciprocating motion with the y-axis as the
axis of symmetry; 2) vertical reciprocating motion along the
y-axis; 3) the arm remains stationary, the palm is swiftly
swung up and down; 4) circular motion, the center of the cir-
cle is on the y-axis; 5) pendulum motion; 6) drawing Arabic
numeral ‘8’. In the following paragraphs, the six gestures are
assigned notations of G1-G6 for simplicity. The commonality
of these six gestures is that when the motion of one cycle
ends, it resumes the posture at the beginning. On the one hand,
the gestures were designed to be distinguishable by the radar.
On the other hand, they are memorable and easy to perform
for the user.

It is worth noting that although we expect the motion of
the gesture to be strictly in accordance with the ideal uniform
acceleration/constant motion model and in accordance with
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the linear/circular motion, it is not guaranteed to meet the
expectations. However, similar gestures are acceptable as
long as they meet the requirements of periodicity and range.
For example, the gesture of drawing a circle can be equivalent
to drawing an ellipse, and the pendulum motion can be either
the upper semicircle or the lower semicircle. Those special
cases will be analyzed in the experiments. By creating larger
spatial zones for each gesture, and having gestures performed
at varying speeds, non-exact gestures could be more accept-
able, which decreases the need of visual attention of the user
to the motion [11].

C. MEASUREMENT DATA PREPROCESSING
The sensor periodically outputs parameter information of
all detection points in the observation zone. Before feature
extraction and gesture recognition, we need to pick out the
gesture-related data from the recorded data. We first give
the relevant parameter definitions. For each observation time
(or frame), the parameters of the point cloud data collected
by the radar are mainly the relative echo power Pk , the slant
range Rk , the azimuth sine (sine value of the azimuth angle)
Ak = sin θk and the Doppler velocity Vr,k of the k-th scatter-
ing point.

The first pre-processing work to be performed is to extract
the scattering points of the hand from a plurality of scattering
points. Since the close-range clutter in the scene is strong,
even if the range resolution is relatively high, hands with zero
Dopplers are difficult to distinguish from stationary targets.
In another word, theDoppler velocity required for an effective
detection should not be zero. In addition, to remove distant
detections, the lateral distribution range of effective scattering
points in the scene is limited to be |xk | ≤ 0.7m, and the
longitudinal distribution range is 0.1m ≤ yk ≤ 1m, wherein
the lateral coordinate xk and the longitudinal coordinate yk
of the scattering point can be calculated according to Rk
and Ak .
Secondly, the scattering center of the hand should be

determined and the redundant data should be filtered out.
Through frame-by-frame analysis, we found that due to the
high range resolution of the radar, more than one scattering
point of the moving hand/arm could be detected at certain
time. Keeping in mind that a stronger power of a detected
point in general means a higher signal-to-noise ratio and a
higher measurement accuracy, we selected the point with
the strongest echo power among all the effective scattering
points. Then, the parameters of this single point were consid-
ered as parameters of the dynamic gesture.

Finally, we need to assure the continuity of the data. When
there is no effective scattering point (mostly the Doppler of
the hand is 0 in this case), we set the slant range, the azimuth
sine and the Doppler velocity to 0 values. Here, G1 is taken
as the example. Fig. 4(a) shows the temporal curves of the
radar parameters for two consecutive gesture periods of 2.7 s.
It can be seen that there are multiple discontinuous points due
to the loss of detection at zero Doppler. This kind of discon-
tinuity is not conducive to the extraction of the spectrum and

(a) (b)

FIGURE 4. Curves of measured parameters of G1:(a) original results,
(b) reconstructed result.

FIGURE 5. Measurement preprocessing scheme.

should be compensated. Therefore, the parameters of these
missing detection points need to be reconstructed. There is
no more processing on the Doppler velocity. We consider
two possible cases for the slant range and azimuth sine.
When the invalid detection point is at either ends of the
signal, its parameters are set to the parameters of the nearest
detected point. When there are effective detection points on
both sides of the invalid detection point, the parameters of
the two sides are used to linearly fit the missing parame-
ters in the middle. The constructed parameters are shown
in Fig. 4(b).

The whole preprocessing scheme is illustrated in Fig. 5.
After the preprocessing, the raw data are transformed to a
suitable format for feature extraction.

III. FEATURE EXTRACTION AND CLASSIFICATION
With the processed measurement data, features will be
extracted from the spectra, spatial distribution and continu-
ities of the parameters. Different features play different roles
in either the classification of different gestures or the recog-
nition of valid gestures. We designed a classifier based on
the decision tree. The decision tree can effectively utilize the
extracted features and is quite convenient to implement [46].
This classification strategy is also designed to eliminate ges-
tures that do not meet the requirements.
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(a) (b)

(c)

FIGURE 6. Measured results of G1:(a) experimental parameter spectra,
(b) simulated parameter spectra, (c) curves of simulated parameters.

A. FEATURE EXTRACTION
1) FREQUENCIES OF PARAMETERS
To extract useful features for the gesture classification,
we need to analysis the characteristics of gesture radar
parameters in the spectrum domain, the spatial domain, and
the time domain. Firstly, several frames of continuous data
were extracted. Then, a spectrum analysis of the continuous
parameters was implemented based on the Fourier transform.
Fig. 6(a) shows the spectra of parameters in Fig. 4(b). We can
see that the frequencies of range and Doppler velocity are
both twice that of the azimuth sine. In the subsequent pro-
cessing, the peak positions in the spectrum of the slant range,
the azimuth sine and the Doppler velocity are noted by fr , fa,
and fv respectively and the unit is Hz. These peak positions
are defined as the parameter frequencies.

To verify the correctness of our model, the results of the
measured data will be compared with the theoretical model.
We suppose that the hand moves horizontally (parallel to the
x-axis) in the x-O-y plane. The center height of the motion
is 0.4 m, the horizontal range is -0.3 - +0.3 m, the period
of one round-trip motion is 2 s, and the sampling interval
is 0.1 s. When the hand moves from x = −0.3 m to x = 0
m, an uniform acceleration motion is performed, and during
the movement from x = 0 m to x = 0.3 m, the motion
is uniformly decelerated. The absolute value of acceleration,
which is 2.4 m/s2, can be calculated via simple equation of
motion. The right-to-left motion for the other half cycle is the
replica of the first half of the cycle. Therefore, the position of
the hand can be expressed by (unit of t is s):

x =


−0.3+ 1.2t2 t ∈ [0, 0.5]
1.2 (t − 0.5)− 1.2 (t − 0.5)2 t ∈ (0.5, 1]
0.3− 1.2 (t − 1)2 t ∈ (1, 1.5]
−1.2 (t − 1.5)+ 1.2 (t − 1.5)2 t ∈ (1.5, 2]

y = 0.4 t ∈ [0, 2] (1)

The simulated radar measurements including range,
azimuth sine, and Doppler velocity can be calculated accord-
ing to (1) and are depicted in Fig. 6(c). It can be seen
that those curves quite resemble the measured curves shown
in Fig. 4 regardless of the difference between periods. Then,
we can give the spectra of the calculated radar parame-
ters as shown in Fig. 6(b). The frequency of azimuth sine
is the same as that of the gesture, while the frequencies
of the slant range and the Doppler velocity are twice the
azimuth sine/gesture, which is consistent with the experi-
mental results in Fig. 6(a). That is to say, although there
are many differences in the speed and position of differ-
ent hand movements, the proportional relationship between
the frequencies of radar parameters is quite stable, which
can be used as a potential feature for classifying different
gestures.

Further, we consider a common redundant gesture in
which the hand moves in one direction but does not return
during an observation period. In this case, although the
data of the complete cycle is not collected, the parameter
frequency estimation result is consistent with that of the
designed round-trip motion. At this time, some one-way hand
motions might be recognized as G1 or G2 relying solely
on the frequency relationship, which is not our expectation.
To solve this problem, one solution is to ensure that a com-
plete round-trip period data is collected as much as pos-
sible. For example, for the motion modeling result of G1,
under the condition of ensuring that at least one round-
trip period of data is collected within 2 s (similar to [33]),
the motion frequency of the hand is required to be greater
than 0.5 Hz.

2) CONTRASTS OF SPECTRA
Based on the above analysis, the first category of feature
we extracted from radar data is the frequency of the radar
parameter. However, as long as there is enough detection,
we can always get the spectrum of the parameter, even if it
is seriously interfered by certain factors. In order to ensure
that the extracted spectral peaks are obvious and meaningful,
the normalized contrast, which is usually used to check if the
radar image is correctly focused, is applied here to define the
validity of the spectrum. The normalized contrast (noted as
C) is calculated as [47]:

C =

√
E
{
[|S| − E (|S|)]2

}
E (|S|)

, |S|

=
∣∣Sf (n)∣∣2/[

N∑
n=1

∣∣Sf (n)∣∣2] (2)

where Sf (n) is the parameter spectrum and E(·) is the mean
calculation. In the subsequent processing, the extracted peak
position of the spectrum is considered to be valid only when
C exceeds the threshold. Meanwhile, the normalized con-
trasts of the slant range, the azimuth sine, and the Doppler
velocity are noted as Cr , Ca, and Cv, respectively.
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3) SPATIAL DISPERSION
Moreover, the spatial ranges of the six gestures specified
above are different: the spatial range of the G1 in the lateral
direction is significantly larger than that in the longitudinal
direction, while G2 is exactly the opposite of G1. The spatial
ranges of G3 in the longitudinal and lateral directions are both
narrow. G4, G5, and G6 all have wide ranges of motion in
either the longitudinal or the lateral direction. Although the
recognition based solely on range of motion is insufficient,
it can aid in recognition and help eliminate some unintended
gestures. Thus, the differences between the maximum value
and the minimum value of the x/y coordinates in a param-
eter waveform, defined as 1x and 1y respectively, are also
calculated as potential features for gesture recognition.

4) GESTURE VALIDITY
In addition to those features used to distinguish between
different gestures, some features for distinguishing between
valid gestures and invalid gestures are also critical in gesture
recognition. Like 1x and 1y defined above, these features
can help avoid identifying messy, irregular or redundant ges-
tures as prescribed gestures. Based on this consideration,
we define two parameters for gesture validation. Firstly,
we give the parameters that can reflect the validity of the radar
data, one of which is the ratio of valid detection in an analysis
period, noted as K ,

K = Nd
/
Na (3)

where Na is the number of frames in one observation period,
and Nd is the number of frames with valid gesture detection
for this observation period. Considering that the Doppler
velocities are 0s in some positions during the hand’s move-
ment, we set the minimum acceptable value of K to 0.4 in the
subsequent processing. Secondly, we denote the maximum
number of frames of consecutive invalid detections through-
out the analysis period as Q. Actually, when there are too
many consecutive invalid detections, it means that the radar
is unable to capture a complete gesture in this period. One
possible reason is that the radial movement of the hand is too
slow. On the one hand, the consecutive invalid detection does
not meet the definition of continuous motion of the gesture.
On the other hand, the large parameter reconstruction error
may occur if this kind of data is used for feature extraction.
Under the condition of Na = 20, we believe that the data is
valid only when the maximum number of consecutive invalid
detections does not exceed 5, that is, Q ≤ 5.

5) SUMMARY
In summary, the extracted parameters for gesture recognition
and classification are listed in Table 2 and the flowchart for
parameter extraction is shown in Fig. 7.

B. ANALYSIS OF SPECTRUM FEATURES
As highlighted in the previous section, there is certain rela-
tionships between the frequencies of different parameters.

TABLE 2. Extracted parameters.

FIGURE 7. Flowchart of feature parameter extraction.

(a) (b) (c)

FIGURE 8. Feature parameter extraction result of G1:(a) parameter
frequencies, (b) normalized contrasts, (c) frequency ratios.

And this kind of relationships has the potential for classifica-
tion of gestures. In this section, we will statistically analyze
the features based on a large number ofmeasured data in order
to find specific application criteria for these features in classi-
fication and recognition. During the process of collecting the
measured data of each gesture, the experimenter continuously
repeated a certain gesture according to its set standard, and
the duration was about 1 to 2 minutes. The time length for a
single sample sequence is 2 s. The collected radar parameter
sequences are processed with a sliding window. The interval
between adjacent sample sequences is 0.1 s, so there is a
certain overlap. Considering that there is no need to determine
the start or end of the gesture, this way of sliding window
processing is feasible and effective.

Firstly, the extracted parameter frequencies of G1 are given
in Fig. 8(a). A total of 869 samples were collected. It can be
seen that the azimuth sine frequency and the Doppler velocity
frequency, which are about 0.5 Hz and 1 Hz respectively, are
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relatively stable. However, there are some outliers in the fre-
quency of the slant range, which is mainly because the slant
range changes little during the observation period and errors
(such as the measurement error, the scattering center extrac-
tion error, and the reconstruction error) could have greater
impacts on the range frequency estimation performance. Sim-
ilarly, the normalized contrasts of azimuth sine and Doppler
velocity shown in Fig. 8(b) are also larger than that of the
slant range. The reason why the Doppler velocity contrast is
not quite high is that the small Doppler variation range owing
to the hand’s laterally movement made the estimation of fv
susceptible to errors. Fig. 8(c) shows three frequency ratios
of fr

/
fa, fr

/
fv, and fa

/
fv. The unit of the frequency ratio is

decibel (calculated by 10log10). Since the extraction results
of fa and fv are more stable, the fa

/
fv is stably distributed

around −3 dB. In contrast, fr
/
fa and fr

/
fv have some fluc-

tuations outside the mean of their distribution due to the
estimation error of fr . The overall distribution of all three
frequency ratios are consistent with the motion modeling
results given earlier.

Next, we will analyze the features of G2-G6 based on the
measured frequency extraction results shown in Fig. 9. The
motion characteristics of G2 determine that its azimuth sine
frequency is mostly distributed near 0, while the velocity and
the slant range have the same periodicity, so there is only a
significant proportional relationship between fr and fv. G3 is
a special case in these six gestures. Its motion period is short
and the motion amplitude is small. Only the phase-sensitive
Doppler velocity exhibits obvious periodicity. Theoretically,
the slant range should also have a certain periodicity, but
due to the instability of the motion, etc., the slant range
frequency was only well extracted in the first half of the
experiment. In particular, due to the gesture deformation
caused by the fatigue of the experimenter, a period of unex-
pected Doppler velocity parameter appeared in the middle of
the experimental results. Relatively, the swing ranges of G4,
G5, and G6 are large and the fluctuations of the extracted
parameters are also strong, which greatly facilitate the extrac-
tion of frequencies of radar parameters. The period of the
three parameters of G4 is consistent, while the parameter
frequency ratios of G5 is similar to those of G1. Though G6
is the most complex gesture in the gesture set, its param-
eter frequency ratios which show significant differences
from the frequency ratios of other gestures were extracted
steadily.

The major drawback of the application of the parameter
frequency in classification is the dependence on the operator.
Alternatively, the frequency ratio obtained from parameter
frequency only depends on the gesture itself. Ideally, the ratio
between the parameter frequencies of different gestures may
be 1, 2 or 0.5. Based on the above analyses, we found that for
different gestures, the frequency ratios are usually different.
Therefore, the frequency ratio allows distinguishing between
two gestures for most cases. For the rest cases, features such
as the parameter frequency itself or the spatial range could be
used as an aid.

FIGURE 9. Feature parameter extraction results of G2-G6:(left column)
parameter frequencies, (middle column) normalized contrasts,
(right column) frequency ratios.

TABLE 3. Feature requirements for gesture classification and recognition.

C. GESTURE CLASSIFICATION
We list the requirements for each parameter to identify vari-
ous gestures in Table 3. Here, a reliable parameter frequency
extraction value corresponds to a normalized contrast greater
than 0.8 and the estimation error of parameter frequency ratio
is limited to less than 1 dB. Considering that the extractions
of the slant range frequencies of G1 and G3 are not stable,
the frequency ratios associated with slant range are not used
for the classification. The requirements for the range of x and
y are roughly set to satisfy most of the experimental data.
In practical application, the range of motion should be given
as a gesture requirement.

Based on the requirements listed in Table 3, it is not
difficult to give a strategy for identifying these six gestures.
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FIGURE 10. Decision tree classifier schematic.

A simple method is to first determine whether the conditions
of each class are satisfied. If the conditions of all categories
are not met, then the data is determined to be invalid. How-
ever, this method cannot directly reflect the mutual exclusion
between condition sets of different gestures. In another word,
a set of features cannot be attributed to two or more gestures
at the same time. So here we utilized a more complex form,
the decision tree, to achieve the validity discrimination and
classification of gestures. The decision tree is a tree structure
in which each internal node represents a test on an attribute,
each branch represents a test output, and each leaf node
represents a category. The decision tree had already been
applied to camera-based hand gesture recognition [46], [48].
In general, the classifier is obtained based on learning. For
our case it is quite intuitive and we directly give the decision
tree classifier applied to this scheme, as shown in Fig. 10.

In Fig. 10, in order to simplify the representation, we set
the direction when the decision node condition is satisfied
to the left, which is indicated by a solid line. Similarly, the
direction when the condition is not satisfied is set to the right
and is indicated by a broken line. First, it is necessary to check
whether the given feature parameter set satisfies the require-
ments of the data validity parameters K and Q. According to
the experimental data, the valid condition of the feature data
is set to K > 0.4 and Q ≤ 5. When the valid conditions
are satisfied, we need to judge whether the requirements for
coordinate ranges, the parameter frequencies and their ratios
are satisfied. The data is finally discriminated as a certain
type of gesture or invalid data. It can be seen that for each
gesture, only one process can reach the leaf node it represents.
That is to say, in the classification, the misjudgment between
different gestures rarely occur, which greatly improves the
stability in practical operation.

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS
A. TESTS OF DESIGNED GESTURES
Firstly, we test the recognition performance of the designed
six gestures. All the collected experimental data shown
in Fig. 9 were classified and identified based on the decision

FIGURE 11. Recognition results for six gestures.

TABLE 4. Statistics of recognition rates for designed gestures.

tree classifier. The results are shown in Fig. 11. In view of
the characteristics of the classifier and the fact that there
is no misclassification in the experimental results, only the
probability of correct recognition is shown here. For ease of
display, the correctly identified sample result is set to 0 in
Fig. 11, while the invalid result is set to 1. The number of
tested samples and the correct recognition probability for
each gesture were counted as listed in Table 4. It can be
seen that except for the recognition rates of G4 and G6 being
100%, the other four gestures are not fully recognized.

By analyzing the performances of features in the classifier,
we tried to find out the reason for each unrecognized case.
For G1, its small Doppler velocity caused missed detection
frequently, resulting in failure to meet the requirements for
K or Q. Also, there are some moments when the y-direction
motion range exceeds the threshold due to the non-ideal
horizontal motion of the hand. For G2, the Doppler velocity is
higher, so there are not too many invalid detections. However,
since the Doppler velocities at the rising apex and at the
falling valley are 0s, the according slant ranges can only
be obtained by fitting. As a result, extraction of slant range
frequency might be affected (Fig. 9) and hence the rate of
correct recognition was decreased. For G3, due to the fact
that the experimenter did not maintain the proper swinging
speed of the hand during certain periods of data acquisi-
tion, continuous missed detection and incorrect estimation of
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Doppler velocity frequency occurred at that time, whereas the
recognition rate was quite high during the rest of the time.
For G5, it has invalid recognition results at some moments.
After having looked up the original data, we found the main
cause of the invalid recognition at these moments is that too
many missed detections owing to small Doppler velocities
led to errors in the extraction of slant range frequency and
Doppler velocity frequency, as shown in Fig. 9.

B. COMPARATIVE ANALYSIS OF ALOGRITHM
PERFORMANCE
To further analyze the performance of the proposed method,
we collected much more radar data from three other experi-
menters and the new data set of each gesture includes more
than 3000 samples. In order to verify the recognition per-
formance of our scheme for common gestures with irregular
motions, more than 5000 samples of randomly moving and
unintended gestures were collected as the data set of invalid
gesture.

For gesture recognition based on parameter features, com-
monly used classifiers include NN, K-means, SVM, and
the random forests, etc. [38]–[42]. Since the SVM classi-
fier is more suitable for processing high-dimensional feature
data [24], [25], [40], we also trained an SVM classifier
for comparative analysis. The SVM classifier was trained
based on a training set of 500 samples which were randomly
selected from the whole data sets. The LIBSVM toolbox was
used [49]. It should be mentioned that a sample is used for the
training only if it satisfies the gesture validity criteria ofK and
Q. Six designed gestures and invalid gesture constituted the
seven categories. After the training, a total of 644 supported
vectors were obtained for the classification.

The evaluate the recognition performance, we defined
three rates which are the correct recognition rate (R1),
the misclassification rate (R2), and the recognition rate of
invalid gestures (R3). R1 is the ratio of the number of cor-
rectly classified samples to total number of samples. R2 is the
ratio of the number of the misclassified samples to the total
number of samples. R3 is the ratio of the number of samples
classified as invalid gestures to the total number of samples.
We noted that for G1-G6, when a sample satisfied the require-
ments of K and Q but was classified to invalid gesture in
the SVM, it will not be considered as a misclassification.
In particular, R1 is equal to R3 for those unintended gestures.
The statistics of the recognition results of the experimental
data are listed in Table 5.

FromTable 5we found that for R1 of G1-G6, the difference
between the SVM classifier and the decision tree classifier is
not obvious. The soft classification boundaries of the SVM
classifier sometimes may achieve a better recognition perfor-
mance. However, values of R2 and R3 of G1-G6 indicate that
it is difficult to avoid misclassification using the SVM clas-
sifier, while there are almost no misclassification problems
using the proposed decision tree classifier. For certain spe-
cific application scenarios such as vehicular human-computer
interaction, a lower misclassification rate may be preferred

TABLE 5. Comparison of recognition rates between our method and SVM.

TABLE 6. Statistics results of the real-time test.

rather than a higher recognition rate. Another advantage of
decision tree classifier over the SVM classifier is its high
recognition rate for erratic gestures (99.5% vs. 93.1%), which
can help reduce the interferences from unintended gestures as
much as possible.

Using the radar parameter data collected by the same type
of radar chip, a deep-learning based gesture recognition was
proposed by TI [44]. Another difference is that the temporal
features were extracted in [44] instead of the spectrum fea-
tures in our scheme. The tested classification rates of seven
gestures, range from 95% to 99%, are similar to those of our
method. However, its misclassification rates are much higher
than those of our method.

C. REAL-TIME TEST
In addition, we tested the real-time performance of the pro-
posed method. The processing cycle is divided into two
segments: feature extraction and classification. The feature
extraction segment includes the preprocessing, the spectrum
analysis, and the coordinate analysis, etc. We imported the
collected radar data into Infineon’s AurixTM TC397 high-
performance processing chip for real-time testing. The
TC397 is a commonly used processing chip for automotive
electronics systems with a main frequency of 300MHz.

According to the experimental results, the maximum pro-
cessing times of different segments and their sum are listed
in Table 6. The feature extraction processing time is 0.26 ms,
of which the FFT operation and contrast calculation account
for most of the time. The classification of the decision-tree-
based method takes less 0.01 ms, which is almost negli-
gible. Experimental results show that real-time processing
of the proposed method is completely feasible. In contrast,
the time consume of the SVM classification is 3.62 ms.
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G7 G8 G9 G10 
FIGURE 12. Illustration for non-standard gestures: G7-G10.

TABLE 7. Statistics of classification rates for non-standard gestures.

If other processing functions need to be implemented on the
same chip, the classification time of this magnitude might be
an obstacle to the overall real-time performance. Moreover,
the classification time of the deep-learning-based scheme has
been tested in [44] with the radar chip AWR1642 and the
result is about 1 ms. Considering that the processing ability of
AWR1642 is stronger than that of TC397, our classification
algorithm obviously has better real-time performance.

D. ROBUSTNESS EVALUATION
Apart from the six gestures shown in Fig. 3, we also tested
the classification performance of four non-standard periodic
gestures, referred to as G7 to G10. As shown in Fig.12, G7 is
the rotation of G5 by 90◦. G8 is to draw a triangle. G9 is
to draw a square. G10 is the rotation of G5 by 180◦. The
statistics of classification rates for these four non-standard
gestures are listed in Table 7. There are certain probabilities
that G7, G8, and G9 may be recognized as G4, which means
that periodic but non-standard gestures could be recognized
as designed gestures. Since G9 has the highest probability
and its similarity to the G4 is also the highest, we can infer
that the corresponding probabilities basically depend on the
similarity between non-standard gestures and standard ges-
tures. The azimuth of G6 might be symmetrically distributed
with respect to 0, in which case it could be recognized as G7.
A special case is G10. It is totally classified to G5 owing to
its mirror symmetry with respect to G5.

Though it is not guaranteed that all non-standard gestures
with similar or equivalent features to the preset gestures are
correctly identified, an important premise is that these non-
standard gestures also have periodicity, which is not the usual
case.

E. DISCUSSIONS
The sensor system should accurately identify the correct
gestures under the condition that actual operation might be
different from standard gesture definition. Also, it needs to

effectively eliminate those unintended gestures and the inter-
ference from other parts of the body. The above two points
are often difficult to balance. The experimental results veri-
fied the feasibility of our method from three aspects. Firstly,
if a well-performed gesture belongs to one of the designed
gestures, it is recognized and classified as the correct gesture
at a fairly high probability, and it is almost impossible to
misclassify it as other gestures. Secondly, if a designed ges-
ture is not well performed with respect to its trajectory rather
than to its periodicity, there is still a certain probability that it
can be correctly identified, which illustrates the robustness of
the method to non-standard gesture conditions. Thirdly, when
the collected radar data come from unintended gestures with
irregular motions, we can basically guarantee that they will
be judged as invalid gestures.

By qualitatively and quantitatively comparing the proposed
method with methods in the existing literatures, it can be
seen that the advantages of our method are mainly manifested
in the following five points. First of all, compared with the
gesture recognition based on trajectory or time-frequency
distribution, our method does not need to extract the start
and end points of the gesture, which reduces the complexity
of processing. Secondly, only a few literatures considered
the recognition performance for interference gestures [30],
[39], [41].When designing the classification criteria, we have
considered quite a lot of invalid gestures, such as those with
incomplete cycle, slow motion, and range not meeting the
requirements. The experimental analysis results also show
that the algorithm can effectively discriminate those gestures
that do not meet the predetermined requirements. Thirdly,
our recognition model does not focus on tiny movements
compared to traditional micro-Doppler-based models that
could differ from person to person. Also, the features based
on the frequency ratio can also weaken the influence of the
differences in the speeds, positions and frequencies of dif-
ferent persons’ gestures. Fourthly, the decision tree classifier
we designed can greatly reduce the possibility of misclas-
sification. This advantage is not available in many gesture
recognition techniques, making our method play a better role
in some special scenarios. Finally, the proposed method is
quite simple and fully meets the requirements of real-time
processing.

It is validated the system and algorithm can achieve their
goals. But there will be limitations under the cases of non-
standard gestures and system’s limited detection ability for
the motion near zero Doppler will also affect the its per-
formance. This maybe be improved by using more com-
plex algorithms in the reconstruction of parameter sequences.
Besides, the radar system has much room for improvement in
Doppler resolution and data rate. With proper system con-
figuration, these two parameters can be optimized to achieve
a better effect on motion detection while suppressing static
clutter.

Future research may consider improvements in the band-
width, the data rate, the Doppler resolution, and the appli-
cations of other classification algorithms, to identify smaller,
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faster actions as finger movements. Since gesture recognition
based on the Artificial Neural Network (ANN) and temporal
parameter sequences has been proven to be effective [44],
we also expect the spectral parameter sequences to be used
in neural-network-based gesture recognition, and attempts to
compare the classification performances of different network
structures. It is likely that this kind of multi-dimensional,
high-resolution micro-radar will become the mainstream sys-
tem for future gesture recognition, as its precise positioning
and measurement capability provide enough information for
identification without the need for complex micro-motion
analysis.

V. CONCLUSION
In this paper, we studied the feasibility of using the spec-
tra of radar measurement parameters for dynamic gesture
recognition and proposed a gesture recognition method based
on the spectral characteristics of radar parameters and the
decision tree. We defined six periodic motion gestures and
used a millimeter-wave radar to capture the slant range,
the azimuth angle, and the Doppler velocity parameters for
each gesture from the radar echo. Our analyses indicate that,
ideally, the ratio between the parameter frequencies of differ-
ent gestures may be 1, 2 or 0.5. Based on this phenomenon,
we extract the peak of the spectrum of each parameter as
the main feature for gesture recognition, and combine the
parameters such as the detection continuity, the motion range
and the spectral contrast as auxiliary features for gesture
recognition. Based on the designed decision tree classifier,
we correctly classified the measured gestures. The data pro-
cessing results show that if the normal motion is considered,
the effective rate of the gesture recognition strategy can reach
more than 90%. This spectrum-feature-based gesture recog-
nition strategy can effectively avoid the influence of unin-
tended gestures, and its processing becomes quite convenient
without the need to extract the start and end of the gesture.
With the above advantages, it can be applied to certain occa-
sions, such as driver gesture recognition in the car. In the
future development, the physiological state and behavior of
the driver can also be monitored while realizing the radar
gesture recognition [43]. In the follow-up study, we expect
to reconfigure the radar system, optimize the parameters and
consider the combination of trajectories and spectral details
for recognition.
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