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ABSTRACT Packet-switched fronthaul networks are often designed following the rule that the worst-case
network delay must be below a given target end-to-end network latency budget. However, the theoretical
maximum delay can be too pessimistic in particular scenarios, where the latency budget needs to be a very
small or there is a need to stretch the distance between the radio heads and the baseband units. In this paper,
we propose to use a very high packet delay percentiles as an alternative to the maximum theoretical delay
in order to stretch the range of the fronthaul links at the expense of a higher frame loss ratio (FLR), within
the limits established by eCPRI and the IEEE 802.1 CM. Several methods to estimate the percentiles for
the IU / IID eCPRI functional splits are analyzed. Namely, G/G/1 and N*D/D/1 queueing models are tested
and compared with simulation as dimensioning tools. The results support that the N*D/D/1 queue is able to
model the behavior of a packet-switch fronthaul aggregator using the eCPRI standard for 5g New Radio
(NR) Fronthaul streams and can be used as a tool to dimension the length of the links. The experiments
show that the fronthaul links’ lengths can be increased by 60% and 10% for 50- and 100-MHz NR channels,
respectively, while keeping the latency budget and frame loss ratio within the IEEE 802.1 CM limits.

INDEX TERMS 5G, C-RAN, delay percentiles, eCPRI, fronthaul networks, G/G/1, IEEE 802.1CM, N*D/D/1, new
radio (NR), time-sensitive networking (TSN).

I. INTRODUCTION
The Cloud Radio Access Network (C-RAN) architecture pro-
posed as an implementation option for 5G Mobile Networks
introduces the concept of cloud-based processing of radio
signals. In C-RAN, the radio signals received by the Remote
Radio Heads (RRHs) are digitized and transported over the
fronthaul (FH) network to a pool of shared remote Baseband
Units (BBUs) where the processing takes place.
On the one hand, this scheme reduces the complexity

of the base stations, enabling the sharing of signal pro-
cessing capacity by several antennas. Since the signal pro-
cessing is performed in a centralized facility, adding new
features such as Coordinated Multi-Point (CoMP) [1], [2]
has become easier. On the other hand, these advancements
come at the expense of a higher bandwidth utilization in the
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fronthaul network. Since a great deal of processing is
offloaded from the base stations, the C-RAN architecture
poses stringent delay and jitter requirements for the trans-
port of FH data. Until recently, the Common Public Radio
Interface (CPRI) [3] specification has been used as the most
popular RRH-BBU interface.1 However, CPRI requires very
high-capacity and ultra-low latency links for the digitized RF

signal. Therefore, more efficient schemes that rely on other
functional splits of the radio processing chain are necessary to
support 5G. In addition, the demand for a packet-switching-
based fronthaul network [4] has led to an enhanced version
of CPRI (eCPRI [5]), which is designed for packet networks,
namely Ethernet and IP.

1In CPRI terminology, the terms employed for RRH and BBU are RE
(Radio Equipment) and REC (Radio Equipment Control) respectively; eRE
and eREC if eCPRI is supported. Finally, 3GPP RAN architecture uses the
terms DU (Distributed Unit) and Central Unit (CU).
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With the aim of cost reduction, hardware reuse, and back-
wards compatibility, Ethernet-based packet-switch networks
are being taken into account for the implementation of such
FH networks. Given the potential of this solution to exploit the
statistical multiplexing of variable-rate fronthaul and back-
haul traffic, there exists an intense research and standard-
ization effort in this field. Particularly, the IEEE 802.1 CM

standard published in 2018 [6] includes important recommen-
dations for the configuration of Ethernet for the transport of
fronthaul traffic and specifies relevant Qo S targets for such
transport. These parameters include the end-to-end latency
budget and the maximum Frame Loss Ratio (FLR) for each
type of fronthaul traffic, which are used as design targets
in this article. We shall review the aspects of IEEE 802.1CM
relevant to this paper in Section III-B.

Finally, all the above-mentioned aspects are affected by the
planned data rate growth for 5G New Radio ( NR). In Decem-
ber 2017, the numerology for the New Radio air interface for
5G was released by 3GPP in TS38.104 [8] as Release 15. This
document defines two frequency ranges: FR1 (below 6 GHz)
with component bandwidths ranging 5-100 MHz and sub-
carrier spacings 15/30/60 KHz; and FR2 (24-86 GHz) with
component bandwidths ranging 50-400 MHz and sub-carrier
spacings 60/120 KHz. Additionally, eight possible functional
split options are further defined in TR38.801 [9]. This leads
to a wide range of very-high-rate fronthaul traffic patterns
with different QoS requirements which require cost-efficient
transport solutions given the size and economic impact of the
access network in the telecommunication business. We study
the optimization of the fronthaul network for transporting 5G
NR signals in Section VI.

The remainder of this article is organized as follows.
Section II makes a review of the related literature, including
theoretical, simulated, and experimental works concerning
the modeling of the FH network. Section III describes the
C-RAN architecture and gives a short overview of e CPRI and
its functional splits in order to identify the traffic patterns.
Additionally, we highlight the transport requirements estab-
lished by eCPRI and how IEEE 802.1CM proposes to implement
them on an Ethernet switched network. The section includes
a description of the main design parameter and sets the goal
of this paper. Section IV identifies a number of options to
compute the queuing delay percentiles for an eCPRI-driven 5G
New Radio fronthaul, which are later compared in Section V.
Finally, Section VI describes a concrete use case of appli-
cation of N*D/ D/1 using, as a target percentile, the one
corresponding to the maximum FLR allowed for HPF packets
according to 802.1CM. The practical gain, in terms of dis-
tance (link length), of using very high latency percentiles is
assessed for the particular transport of 5G New Radio signals
with eCPRI. Section VII concludes this paper, summarizing
the findings and contributions of this work.

II. RELATED WORK IN FRONTHAUL MODELING
The fronthaul network appears to be a vital part of the
future 5G C-RAN architecture. The performance of CPRI over

Ethernet has been evaluated in the past in several research
efforts [10]. However, to the best of our knowledge, no previ-
ous standard-oriented works analyzing the tradeoff between
delay and FLR have been published, and few contain 5G NR

transport results.
Studies performed with several standards [11]–[13]

propose frame preemption and traffic scheduling to alleviate
end-to-end latency and jitter. In [14] and [15], the authors
investigate the effects of different queuing regimes (weighted
round robin and strict priority) on the mean and standard
deviation of the frame inter-arrival delay of LTE traffic in
the presence of background Ethernet traffic. The authors
of [16] address the dimensioning problem of next generation
fronthaul networks from a different perspective. They com-
pare multiple fronthaul architectures in terms of bandwidth
requirements, delay budgets, deployment costs, complexity
of the RRHs, and the ability to support advanced wireless
functions. In order to do so, they set up a mathematical
framework to solve an optimization problem that takes into
account deployment costs, distances, capacity, coverage, etc.
Then, they give insights into the modeling of future optical
transport networks.

Waqar et al. study in [17] the impact of jitter on the
performance of CPRI over Ethernet and propose a fronthaul
architecture with two algorithms that enforce constant inter-
packet delay by transmitting the packets at pre-calculated
timing values and use buffering to avoid rescheduling.
Simulations confirm that the algorithms are able to main-
tain the jitter within reasonable limits. The authors of [18]
examine the different packet switching mechanisms for Time
Sensitive Networks proposed in standardization, focusing on
solutions using inter-packet gap detection and scheduling.

Among simulation-based studies, it is worth mentioning
the following: Chang et al. [19] evaluate different packe-
tization strategies for a number functional splits and user
densities. They provide insights on the feasibility of each
combination via simulations and theoretical analysis assum-
ing worst-case peak rates. Simulations in [20] further study
the impact of packetization by computing the optimal pay-
load sizes. The 95th percentile queueing delay is used as
the dimensioning tool to decide the maximum number of
supported RRHs. The analysis carried out in [21] presents a
packet-based 5G transport network that includes a scheduler
to exploit inter-packet gaps. The authors of [22] present an R

package called Simmer for simulating 5G scenarios and show
its applicability in [23]. Finally, [24] compares the throughput
and cost of distributed versus centralized RAN via simulation.

Regarding our previous work, in [25], we study the delay
constraints imposed by the CPRI protocol in ring-star topolo-
gies used by mobile operators. We derived the theoretical
expressions for the propagation and queueing delays, adjust-
ing a G/G/1 queueing model to our scenario. We showed that
this estimation is an upper bound on the simulation output
and is accurate under certain conditions. Also, based on these
results, a packetization strategy is proposed to reduce the
average aggregated queueing delay.
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In [26], we extended the previously mentioned work by
studying the behavior of the Cloud Radio Access Net-
work (C-RAN) architectures with eCPRI protocol. To that end,
we derived the p-th percentile queueing delay expression
based on the Kingman’s Exponential Law of Congestion.
Simulations revealed that it provides accurate estimates on
such delays (90th, 99th percentiles) for the particular case of
aggregating a number of eCPRI fronthaul flows, namely func-
tional splits IU and IID. Nevertheless, meeting the extreme
percentiles required in 802.1CM is not supported by this
approach.

In the practical experimentation side, we should note sev-
eral studies. In [27], the authors experimentally evaluate
the fronthaul latency and how the virtualization affects the
latency budget in an experimental 5G testbed [28]. They
focus on the intra PHY split (Option 7-1 defined by 3GPP [9]).
Their results suggest that virtualization further decreases the
latency budget.

The authors of [29] study the Ethernet-based fronthaul as
an alternative to the expensive deployment and use costs of
CPRI. They present this option as a cost-efficient and more-
easily reconfigurable alternative. They investigate the delay
and jitter requirements from a more practical perspective by
making use of FPGA-based Verilog experiments and further
propose a scheduling policy, based on [11] and [13], to cope
with the jitter introduced by encapsulation. In [30], both
size- and time-based Ethernet encapsulations are considered.
Results show that time-based encapsulation is preferable to
avoid jitter upon CPRI line bit rate reconfiguration. In [31],
they use the an OpenAirInterface (OAI) setup to characterize
the traffic of different functional splits as a guide for choosing
the appropriate transport network.

III. PRELIMINARIES AND STANDARDS
In this section, we give an overview of the C-RAN archi-
tecture envisioned for the fronthaul network. In addition,
we review the standardization efforts that will shape the future
FH, i.e., 5G New Radio, eCPRI, and IEEE 802.1CM, and their
practical implications, while paying special attention to the
constraints that they pose in terms of latency and bandwidth
consumption.

A. 5G NEW RADIO AND ECPRI IN C-RAN
The C-RAN approach for cellular networks advocates for split-
ting the radio processing chain in order to simplify base sta-
tions and share baseband processors. The scenario addressed
by this paper is the single-hop case, a frequent setting where
a single Ethernet switch is employed to multiplex a number
of fronthaul flows coming from different RRHs (see Fig. 1).
These flows are then aggregated and forwarded to a central-
ized pool of baseband processing units over a fiber access
network. In this scheme, a flexible distribution of the radio
processing functions enables the network designer to trade
off RRH complexity, fronthaul rate, and distance. A low-
level functional split means simpler RRHs but higher fron-
thaul rates, ultra-low latency requirements, and, therefore,

FIGURE 1. Target fronthaul network scenario.

distance limitations. Thus, it is important to properly identify
the split, as it determines a particular traffic pattern and delay
budget. Fig. 2 plots the envisioned functional splits in the
eCPRI specification, similar to the ones in 3GPP 5GNewRadio
specification [8].

As noted in Fig. 2, Functional Split E is equivalent to
the CPRI functional split. It consists of the quantization and
digitalization of the down-converted radio waveform in the
time domain [33]. Since no further processing is performed
at the RRH side, information, such as the Cyclic Prefix (CP),
is transmitted towards the BBU as overhead. In this case,
complex processing devices are no longer needed at the RRH

because all the functions required to decode the signal are
centralized at the BBU. Since the fronthaul bitrate that has to
be provisioned to give support to this functional split is too
high (see Table 1), we focus our study in the next functional
split, as suggested by eCPRI.

If we apply further processing to the radio signals by
removing the cyclic prefix, performing the Fast Fourier
Transform, removing guard band subcarriers and demapping
the resource blocks, a large amount of overhead data is elimi-
nated and, therefore, the bandwidth requirements are relaxed.
At this point (Split IU), the generated data rate depends on
the fraction of radio resource blocks that are being used
(i.e., fronthaul data rate is proportional to cell load).

Let us analyze the shape of the generated traffic in a given
RRH. Assuming a worst-case utilization scenario –that is, all
the resource blocks are being utilized (η = 1) – the traffic at
the output of the RRH can be expressed as

RSplit IU = Nsc · 0.9 · (Ts)−1 · η · 2 · Nbits · Nant (1)

where Nsc is the total number of subcarriers in the channel.
Assume that 5% are used as guard bands [34] (10% for
LTE [35]). Ts is the symbol duration, and Nbits and Nant
stand for the number of quantization bits and the number of
antennas, respectively. Finally, the 2-factor accounts for the

82220 VOLUME 7, 2019



G. Otero Pérez et al.: 5G New Radio Fronthaul Network Design for eCPRI-IEEE 802.1CM

FIGURE 2. Fronthaul network and traffic pattern. (a) [e CPRI vision of 5G processing chain (see [5]). (b) Packetized Split
IU bursts: example for Ts = 66.6µs.

TABLE 1. Functional splits traffic profiles for 5G New Radio user plane; Nant = 2 MIMO, Nbit = 15 bit/sample, 5% guardband.

complex nature of signals, i.e., in-phase and quadrature (IQ)
components.

Numerical example: Considering a MIMO system with
2 antennas, 50 MHz channels, and 15 KHz subcarrier spacing;
50 MHz/15 KHz = 3333.3 subcarriers are available inside
that bandwidth. In order to maintain orthogonality, a symbol
rate of Ts = 66.6µs is needed. Finally, assuming 15 bits to
represent each IQ sample, we have a bit rate of 2, 851 Mbit/s,
that is, a burst of' 23, 753 bytes every 66.6µs that each RRH

periodically sends to the BBU. Applying the same methodol-
ogy for different NR channel configurations, we obtain the
numbers included in Table 1. Subcarrier spacings as well as
the burst’s periods and sizes are included.

Depending on the size of the packets used to transport the
FH bursts, the performance may change, as studied in [25].

However, for the sake of backwards compatibility, we con-
sider a payload size of 1, 500 bytes so as to meet the max-
imum payload length defined in the IEEE 802.3 Ethernet
standard. This is compliant with IEEE 802.1CM (Standard
Sections 8.1.1, 8.2.1). Accordingly, it would take a number
of back-to-back frames to transport each burst from the RRH,
as depicted in Fig. 2b. Regarding the frame overhead, we take
into account an 8-byte preamble, a 14-byte Ethernet header, 4
bytes for the checksum, 12 bytes for the interpacket gap, and,
finally, a 4-byte eCPRI header, adding up to 1, 542 bytes per
burst packet. Each RRH periodically sends bursts of packets
that contain the digitized I/Q for OFDM symbols.
It is rather important to observe that the different FH flows

may overlap in different ways at the aggregation point, leav-
ing silence periods or causing important queueing delays.
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In the following, we assume that the offset of each flow with
respect to the first one (reference flow) follows a uniform
distribution between 0 and the burst period, U(0,Ts).
In addition to these numbers, the eCPRI standard defines

the Real-Time Control Information messages. These are sent
before the transmission of the user data bursts to inform the
remote node about how to process the data contained in them.
This message type includes information for control, configu-
ration, and measurement. Nevertheless, at the time of writing,
eCPRI does not provide a way to compute the generated
Real-Time Control data rate. The reason is that the payload
included in these messages is vendor-specific and depends on
the particular functional split and implementation [5]. This
traffic may be transported as IEEE 802.1CM Medium Priority
Fronthaul (see Table 2). In this case, this traffic does not alter
the delay calculations of this paper.

TABLE 2. Per-flow transport requirements for splits E, ID, IID, and IU.

B. LATENCY BUDGETING: ECPRI AND IEEE 802.1CM
The IEEE Standard for local and metropolitan area networks,
IEEE 802.1CM Time-Sensitive Networking for Fronthaul [6],
defines a set of profiles usable to configure Ethernet networks
to transport time-sensitive fronthaul streams. The standard
covers two classes of fronthaul interfaces:

• Class 1 refers to interfaces in which the functional
decomposition of an E-UTRA base station is done accord-
ing to CPRI V7.0; also present in eCPRI as split option E.

• Class 2 refers to eCPRI interfaces in which the func-
tional decomposition of an E-UTRA base station is intra-
PHY, i.e., Splits IU/IID [5]. E-UTRA splits above PHY

do not have such stringent QoS constraints and are not
addressed by neither IEEE 802.1CM nor eCPRI.

In addition, IEEE 802.1CM suggests different timing distri-
bution schemes to fulfill the synchronization requirements of
the four timing categories identified in [7] to implement 3GPP
features (handovers, MIMO, CoMP, etc.). Table 2 summarizes
the per-flow transport requirements integrating information
from eCPRI v1.1 [7] and IEEE 802.1CM. In summary, the three
types of fronthaul flows identified in CPRI and eCPRI are as
follows:

a) High Priority Fronthaul (HPF): includes Class 1 IQ data
and Class 2 User Plane data, both with 100µs maximum
end-to-end one-way latency.

b) Medium Priority Fronthaul (MPF): includes Class 2 User
Plane slow data and Class 2 Control & Management
(C&M) fast data, with 1 ms of one-way latency budget.

c) LowPriority Fronthaul (LPF): carries Class 1 and Class 2
C&M data.

The standard defines such profiles to configure a bridged
network for the transport of fronthaul traffic. Furthermore,
different profiles are defined with the aim of handling each
fronthaul flow properly. Profile A makes use of strict pri-
ority queueing and recommends setting the highest possible
priority to HPF traffic. Subsequent lower priorities should
be assigned to MPF and LPF, in this order. Profile B extends
Profile A with frame preemption in order to reduce the
impact of background traffic on jitter [23]. However, the extra
latency saving of this profile is limited given the high inter-
face data rates (and, hence, small frame transmission times)
required to transport fronthaul traffic, especially with the
advent of 5G NR.

The network latency in IEEE 802.1CM and IEEE 802.1 stan-
dards is defined as the time elapsed between the reception of
a frame’s first bit at the ingress switch and the moment that
the last bit leaves the egress switch of the access network.
Fig. 3a is a graphical representation of the network latency
definition.

As reviewed in [6], the network latency tnetwork comprises a
number of different components. In general, these can be con-
sidered either as fixed (or bounded) or variable. On the one
hand, the variable terms that we consider in our design prob-
lem are the self-queueing delay (queueing time due to flows of
the same HPF class competing for the same output ports) and
the propagation delay. On the other hand, the terms that can
be regarded asfixed are as follows: (a) the frame transmission
time; (b) the waiting time until the transmission of the current
packet is finished (if Profile A, i.e., no preemption is used) or,
alternatively, the ‘‘preemption time’’, if Profile B is used and
we need to seize the output link. This is named as queuing
delay in 802.1 CM; (c) the switch store-and-forward latency.
Latency terms (a) and (b) are bounded by the transmission
time of the maximum frame size allowed by IEEE 802.1CM
at the ingress (2, 000 bytes). Finally, (c) is bounded by the
switch’s hardware characteristics, which is constant and in
the order of a few microseconds, typically between 200 ns
and 5 µs [6], [40]. Consequently, excluding the small fixed
delay terms from tnetwork, we consider the overall latency
budget t ′network that includes the variable latency terms used
for network planning, as:

t ′network = tWorst-case
self-queueing + tpropagation. (2)

C. TARGET FRONTHAUL DESIGN PARAMETERS
In single-hop architectures as the one shown in Fig. 3b only
one switch is required to aggregate traffic from many distant
RRHs and distribute it among the pool of BBUs allocated in
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FIGURE 3. Maximum network latency budget for high-priority fronthaul traffic. (a) eCPRI and IEEE 802.1CM [6]. (b) eCPRI latency budget in the
one-hop scenario.

the cloud. This is particularly suitable for network virtual-
ization scenarios, where virtual BBUs and technologies like
Edge Computing [38] coexist. The high data rate intended for
5G as well as the above-mentioned link capacities needed to
support 5G New Radio generally demand the use of shorter
transmission distances. In this context, a fronthaul network
featuring a reduced number of hops also seems to be a wise
choice [10], [39]. Ideally, in a C-RAN architecture, the BBUs
are dynamically allocated and shared by a large number of
RRHs that may or may not be generating traffic at a given
time. In all these contexts, very low latency and few hops to
reach the final user are paramount to ensure a proper system
operation.

As reviewed in Table 2, IEEE 802.1CM allocates a network
latency budget of 100 µs for HPF traffic so as to be aligned
with the requirements established by e CPRI [36], [37]. Unlike
IEEE 802.1CM, eCPRI [7] includes the ingress and egress links
in the latency budget. Thus, the most restrictive definition
(i.e., eCPRI) is taken into account. Having this in mind, a max-
imum propagation distance of 20 Km could be supported
(assuming 5µs/Km). In a typical scenario, roughly half of
the delay budget (50 µs) is allocated for propagation delay,
which allows a target RRH-BBU distance of up to 10 Km. The
remaining 50 µs should be enough to cope with the rest of
the switching delay, that is, processing and queueing delays.
However, given the stringent delay requirements of C-RAN,
the dimensioning usually considers the maximum theoretical
queueing delay (see (2) and 802.1 CM).
Since our design objective is to stretch the range of the

fronthaul links as much as possible, we propose to loose this
requirement and apply the maximum (one-way) Frame Loss
Ratio (FLR) defined in 802.1CM for eCPRI HPF (see Table 2)
instead of the worst-case delay. The FLR criteria includes
all causes of frame drops (transmission errors, congestion,
etc.) and frames experiencing late delivery. The IEEE 802.1CM
standard (see Section 6.2.3.2) explicitly excludes service
unavailability factor in the definition of FLR. Provided that
the buffers for IQ data have been dimensioned to the worst-
case situation –all IQ bursts arriving at the same time to the
switch– the congestion effect on FLR can be considered null.

Additionally, FLR caused by transmissions errors, assuming
1, 500 bytes packets and a link BER of 10−12, is 1.2·10−8 [41],
which is almost an order of magnitude smaller than the
maximum FLR.
Therefore, assuming that most of the latency budget can be

spent on late delivered packets, it is acceptable to use FLR as
a design rule. The fronthaul links are dimensioned such that
only one out of every 107 packet is lost due to late delivery,
i.e., FLR= 10−7. This implies finding the right configuration
of link lengths and FH network such that the 99.9999999th
network delay percentile remains below the HPF latency limit
of 100 µs. Thus, contrary to what we would do for the worst-
case, we use the 99.9999999th percentile, and (2) may be
expressed as

t ′network = t99.9999999thself-queueing + tpropagation. (3)

This allows us to maximize the propagation delay budget
and, hence, the total fiber length and service coverage. Next,
we focus on finding the appropriate tools to model the behav-
ior of the aggregation of e CPRI HPF flows in IEEE 802.1p.
For the sake of simplicity, self-queuing delay will be referred
to as queueing delay in the remainder of the paper. With the
aim of modeling the 99.9999999th queueing delay percentile,
we consider both analytical and simulation solutions and
assess its suitability for different 5G New Radio settings.

IV. QUEUING LATENCY MODELING AND SIMULATION
OPTIONS FOR HIGH PRIORITY FRONTHAUL TRAFFIC
In this section, we review the different options we identified
to model and compute the values of the queueing delay per-
centiles for HPF. In all cases, we shall assume that RRHs and
BBUs send OFDM symbols as bursts of back-to-back frames,
as specified in Section III.

A. THE G/G/1 MODEL
Firstly, we studied the applicability of a generalized queueing
model G/G/1 by adapting it to model the target scenario.
The reason for choosing G/G/1 is the following. Markovian
models, like the well-known M/M/1 and M/G/1 models, are
widely used due to the existence of closed-form expressions
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for the mean waiting time in queue. However, the assumption
of exponentially distributed time between arrivals in this
scenario is not realistic, as shown in [25], [26]. Therefore,
the G/G/1 model based on the Allen-Cunneen approxima-
tion [42] was chosen. Unfortunately, contrary to the previ-
ous one, this model does not provide closed-form formulas;
instead, it offers an upper-bound (see (4)) for the mean wait-
ing time in queue that depends on the load of the system
(ρ) and the mean service time (E[S]). Additionally, it can be
particularized for our scenario via the squared coefficient of
variation of the arrivals (C2[T]) and service times (C2[S]).

E[Wq] ≤ E[S] ·
ρ

1− ρ
·
C2[T]+ C2[S]

2
(4)

Note that, for exponentially distributed time between arrivals
and service times, equation (4) can be simplified to the M/M/1

model since C2[T] = 1 = C2[S].
Since we are interested in the 99.9999999th percentile,

we may derive an expression for the pth percentile, as shown
in [26], where p represents the percentile of interest:

W(p)
q = max

{
0,E[S]

1
1− ρ

C2[T]+ C2[S]
2

ln
(

ρ

1− p

)}
.

(5)

B. DISCRETE EVENT SIMULATION OF
EXTREME PERCENTILES
In addition to validating the accuracy of the G/G/1 queueing
model via simulation [26], we evaluate the potential of a
simulation tool to find the value of the extreme percentiles
that we are interested in as a complementary part to this
theoretical models. To this end, we make use of a custom
discrete-event simulator specifically programmed to simulate
the aggregation of the fronthaul flows in a packet switch, that
is, to emulate the arrival of overlapping Split IU bursts coming
from many RRHs. In each repetition, we choose a random
alignment of the flows (see Offset in Fig. 2b) ranging from
0 to T .

C. N*D/D/1 QUEUEING MODEL
Our third option is the N*D/D/1 analytical model developed
in [43]. It models the delay in a first-in/first-out queue and
single-resource system. We assume that the arrivals are a
superposition of N streams (RRHs) with a reference flow
(N+1 flows) following a deterministic pattern and a constant
service time in the system’s resource (the packet aggregator),
i.e., N flows following a D/D/1 profile. Clearly, the worst-case
scenario occurs when all the RRHs’ bursts are synchronized
and arrive at the packet aggregator at the same time. Nev-
ertheless, such scenario is very unlikely and a more accurate
estimation can be made by using this model. Assuming RRH’s
burst lengths of M bits and an output link rate of C bits/s,
the service time is deterministic for each burst and equal to
τ = M/C . Consequently, for the system to be stable, (6) must
hold

(N + 1) · τ < T , (6)

where T is the burst period of each RRH –that is, the time
elapsed between consecutive RRH’s OFDM symbols ship-
ments. Themain result of the n*D/D/1model is the CCDF of the
waiting time in queue, F(x) = P(Wq > x). For any waiting
time in queue x ≥ 0, this function is of the form

F(x) = T−NPN (T , x). (7)

In addition, for fixed x ≥ 0 and n ≥ 0, the function Pn(t, x)
is a polynomial of degree (n− 1) in t .

Pn(t, x) =
n−1∑
l=0

qn,l(x)(t − nτ + x)l . (8)

This means to treat N and T as variables to obtain the dis-
tribution of the exact delay for the system. The polynomial’s
coefficients can be computed by starting at q0,l(x) = 0 and
continuing with

qn,0(x) = [(nτ − x)+]n

qn,k (x) =
n
k

n−2∑
l=k−1

(
l

k − 1

)
τ l−k+1qn−1,l(x).

(9)

Let us consider a generic C-RAN architecture that is using a
packet switch in order to aggregate N fronthaul flows. The
system can be characterized in terms of the load ρ = (N+1)·τ

T ,
as shown in [43]. Normalizing the problem by using T = 1,
the survivor function for the waiting time in queue can be
computed by solving (7), (8) and (9). Fig. 4 shows the CCDF of
the waiting time in queue in the packet switch that aggregates
all the fronthaul flows coming from the RRHs, according to
the network topology shown in Fig. 1, for different number
of remote radio heads (5, 10, 15, 20).

Using these survivor functions, we may compute the per-
centile values that we desire for any number of merging RRHs
at the packet aggregation point. As shown in the following
sections, this can be a very useful parameter in order to
properly dimension the capacity and size of the fronthaul
network.

D. WORST-CASE DELAY DIMENSIONING MODEL
For the purpose of clarification, we present the worst-case
dimensioning of the fronthaul network; however, note that
this is the option we try to avoid and improve. In this
approach, the general functioning and dimensioning of the
fronthaul network is conditioned by the worst-case queue-
ing delay –that is, all IQ bursts arriving aligned and at the
same time to the switch. Among other things, this includes
providing buffers of the appropriate length as well as setting
a maximum range for the fronthaul optical links so that the
total delay budget remains uncompromised in any situation,
including the worst case.

Following the numerical example developed in Section III,
in which a 2-antenna, 40 MHz channel MIMO system was
studied, assume that the same system is operating in Split IU
mode with a 100% occupancy of radio resources (η = 1).
These numbers led to a Split IU burst size of 18, 000 bytes
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FIGURE 4. N*D/D/1 delay distribution and comparison of estimators. (a) CCDF of the waiting time in queue for the N* D/D/1 example.
(b) Percentiles of the waiting time in queue for different system loads.

every 66.6µs. Considering a payload size of 1, 500 bytes and
an overhead of 42 bytes per packet, the burst can be sent
using 12 packets. This adds up to a total of '18, 500 bytes
per burst and RRRH = 2, 220 Mbit/s. Then, assuming a link
capacity of C = 10 Gb/s and targeting a system load of
ρ = 0.8, the maximum number of RRHs (MaxRRHs) that can
be aggregated in the same link is given by,

MaxRRHs =
⌊
ρ ·

C
RRRHs

⌋
= 3. (10)

This means that a maximum of three RRHs can be multiplexed
using this optical link. Taking into account the value of
MaxRRHs, we can compute the maximum theoretical worst-
case queueing delay suffered by any burst that has to wait
for the others, as tWorst-case

queueing = (MaxRRHs − 1) · Burst SizeC '

14.8 µs, which is unrealistic from the practical point of
view and can be significantly improved, as we show in the
upcoming sections.

V. EXPERIMENTS: COMPARISON OF ESTIMATORS
In this section, we evaluate the accuracy of each of the
estimation approaches presented above.We do this for several
operation regimes and different percentile values. In addition,
we assess the precision of each method for different values of
the link load (ρ).

A. GENERAL OVERVIEW: SMALL PERCENTILES
For the sake of the example, consider that the output link’s
capacity of the aggregation packet switch is C = 10 Gb/s.
Additionally, assume 20MHz channels and 1, 500 bytes pack-
ets to transport the RRHs’ Split IU bursts. This means a
9, 000-byte burst transmission every 66.6µs, plus overheads.
Fig. 4b plots the obtained results for different percentile
values of the waiting time in queue while increasing the
load of the aggregation point by multiplexing more RRHs

(4, 6, 7, and 9, respectively). In view of the figure, it is worth
highlighting several facts.

First, note that the estimation based on the G/G/1 model
is, in general, a good upper bound to the percentile of the
waiting time in queue. The lower the percentile, the better
the estimation. However, it is clear that it overestimates the
delay for high-load scenarios, sometimes even exceeding the
maximum theoretical delay (see the line with star markers)
computed using (6). Having in mind that we aim at even
higher percentiles, the G/G/1 queue is not a precise enough
tool for our target despite the fact that it is useful for more
conservative percentiles [26], as shown in Fig. 4b.

Secondly, we look into the possibility of using a custom
discrete event simulator to evaluate the state of the queue.
Close inspection of Fig. 4b reveals that simulations give
promising results that remain under the maximum theoret-
ical queueing values, which will occur whenever all bursts
arrive synchronously to the aggregation point. This simulator
has already been validated in [25] and [26]. Nevertheless,
the higher the percentile we are looking for in a simulation
process, the more trials (and time) we need to achieve results
with the appropriate significance values. During these simu-
lations, 99% confidence intervals were computed. They are
sufficiently small to be considered negligible and, therefore,
are not plotted.

Finally, the N*D/D/1 results (see dotted lines in Fig. 4b)
match almost perfectly the simulation outputs for all system
loads, even for heavy load scenarios. It is important to note
that computing the polynomial together with its coefficients
using (8) and (9) is a recursive task that can potentially be
very time-consuming for high values of N –that is, for a large
number of RRHs being aggregated at the packet switch.

B. EXTREME PERCENTILES
Figures 5a and 5b justify the final model election chosen to
dimension the fronthaul network. Particularly, Fig. 5a depicts
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FIGURE 5. Comparison of estimation approaches. (a) Behavior of the percentile estimation using the G/G/1 model. (b) Simulation saturation
for high percentile values.

the behavior of the G/G/1 estimation in the context of extreme
percentiles. Namely, 99.99th, 99.9999th, and 99.9999999th
percentiles are shown. Note that the G/G/1 bound for these
percentiles is always above the theoretical maximum value
for all system loads, which makes it a useless tool for extreme
percentiles.

On the other hand, Fig. 5b compares N*D/D/1 results against
the simulation outputs for extreme percentiles. We include
the 99th queueing delay percentile as a reference point where
both approaches produce similar results. However, as we
look for more extreme percentiles, this does no longer hold.
We observe that simulation estimations saturate at a certain
point and converge to a certain value (see overlapping red and
blue dotted lines that represent the simulated 99.9999999th
and 99.9999th percentiles, respectively).

On the contrary, N*D/D/1 estimation keeps approaching
the maximum theoretical value as the percentile grows. This
means that the number of simulations is not enough to grasp
the desired percentile value, and even a narrow confidence
interval can be deceptive.

Increasing the number of repetitions in the simulation
is unaffordable from a practical point of view. Given a
99.9999999th percentile value x, it is clear that, on average,
only one out of every 1, 000, 000, 000 packets would suffer
from a queueing delay higher than x. For the sake of statistical
significance, let us seek 100 occurrences of that event, which
would mean, on average, to simulate 100 · 109 packets.
Considering the aggregation of 9 RRHs, each one trans-

mitting 9, 000 bytes bursts and using 1, 500 bytes packets,
6 · 9 = 54 packets are generated per period. Averag-
ing 2, 000 simulations, which is the value used to obtain
the above figures, we are able to see 2, 000 simulations ·
54 packets/simulation = 108 · 103 packets. Hence, we need
'1000 times more packets. Having in mind that each batch
of 2, 000 simulations takes, on average, 12 seconds to

complete,2 the whole process would take approximately
11 · 106 seconds. This represents around 128 days of com-
putation time, making the simulation a slow tool for the most
extreme percentiles. However, note that the simulation out-
puts and N*D/D/1 estimations match for 99.99th, 99th, 90th,
75th or lower percentiles, as shown in Fig. 4b.

VI. APPLICATION: N*D/D/1 DIMENSIONING FOR 5G NR
Once that we have weighted the pros and cons of each
approach, the N*D/D/1 queuing model is selected as the tool
to dimension the total length of the fronthaul links. The
FLR specified by the 802.1CM standard can be met under
the assumptions explained in Section IV by considering the
99.9999999th queueing delay percentile (1−FLR) instead of
the worst-case delay.

Let us consider the same scenario but, this time, with
the numbers of the new air interface developed for the next
generation mobile networks: 5G New Radio (NR) [8]. Since
future services are envisioned to be data-intensive (e.g., video
streaming, immersive applications, virtual reality), there is
a growing need for high end-user data rates. Consequently,
the capabilities of the fronthaul network must scale accord-
ingly. In Table 1, we showed the numerology for the 5G
NR interface regarding different functional splits and channel
bandwidths. Particularly, we focus our study on three use
cases: 50 MHz, 100 MHz, and 200 MHz channels, so as to
show the pattern that arises as we increase the demand in the
fronthaul network.

A. SCENARIO I: 5G NEW RADIO (50 MHZ CHANNEL)
Consider the aggregation of Split IU fronthaul flows coming
from a number of RRHs. Assume that these support 50 MHz
channels with 15 KHz subcarrier spacing [8]. The aggregator

2Intel Xeon Processor E3-1505M v6, 8M Cache, 3.00 GHz
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FIGURE 6. Distance gained due to the use of (1-FLR)% packet latency percentile instead of worst-case delay. (a) Distance gain computation
(50 MHz channels). (b) Distance gain for 50 MHz channels and different dimensioning percentiles.

output is driven by a 100 Gb/s optical transceiver. Also,
we make use of 1, 500 bytes Ethernet packets in order to
transport Split IU flows. Next, we compute the value of the
99.9999999th queueing delay percentile, by modeling our
system as a N* D/D/1 queue and compare the results with the
maximum theoretical queueing delay. By taking the differ-
ence between these two values, we obtain the extra delay
budget available that is gained by using the 99.9999999th
percentile instead of the worst case as the dimensioning ref-
erence. This extra time can be spent at our discretion –either
to increase the reach of the fronthaul links or to aggregate
more RRHs.

Assuming a 5 µs/km propagation delay in the FH’s optic
fiber, we can compute the extra propagation distance that is
gained if the additionally available delay budget is spent on
propagation. Fig. 6 illustrates the aforementioned comparison
for different number of aggregated RRHs, i.e., for various
aggregator’s load conditions. Namely, we plot the results for
system loads equal to ρ = 0.4, 0.6, 0.75 and 0.9. The number
of RRHs, i.e., Split IU flows that we are able to multiplex is
given by (10), reworked as

NumRRHs =

⌊ ρ · C
BitrateSplit IU

⌋
, (11)

which, for 100 Gb/s links, means aggregating roughly 14,
21, 26, and 31 eCPRI Split IU flows, respectively. In view
of the results, there are two interesting facts that are worth
highlighting:
1) The higher the load of the system, the bigger the gap

between the maximum theoretical queueing delay and
the N*D/D/1 solution.

2) Consequently, the more extra latency budget can be
spent on propagation, with respect to the worst-case
solution.

For instance, under heavy load conditions (ρ = 0.9),
including overheads (eCPRI and Ethernet) and using (10),

we get that the maximum theoretical queueing delay is
tWorst-case
queueing ' 63.16 µs (see the solid line with star markers
in Fig. 6). However, if we choose to dimension according to
the 99.9999999th queueing delay percentile:
a) W 99.9999999

q ' 31.8 µs (see the solid line with circle
markers in Fig. 6).

b) We save an extra: tWorst-case
queueing −W

99.9999999
q ' 31.36 µs,

which represents a ' 30% of the 100 µs delay budget.
Additionally, this translates into an additional propagation
distance budget, i.e., these extra 31.36µs enable us to extend
the link up to nearly 6.3Km. This gain is achieved by using the
99.9999999th queueing delay percentile given by the N*D/D/1

model. It would represent an approximately 60% increase in
the maximum distance with respect to the 10 Km-baseline
mentioned in Section III-B under heavy load conditions
(ρ = 0.9). Alternatively, we may choose to relax the
99.9999999th percentile rule and use lower percentiles. Note,
in Fig. 6, that the 99.99th percentile is obviously farther
from the maximum queuing delay than the 99.9999999th
percentile. This enables us to take advantage of additional
propagation delay budget. Now, for the same system load
(ρ = 0.9), a supplementary ' 8.6 Km would be avail-
able if we choose to dimension using the 99.99th percentile.
By doing so, we achieve larger propagation distances at the
expense of higher FLR. This could be tackled bymaking use of
different techniques, such as Forward Error Correction (FEC)
protocols, network coding, etc. However, its impact on the
final delay [44] should be studied in detail in future work.

Following the same reasoning for other percentiles, Fig. 6b
shows the propagation distance gains achieved for different
system loads, depending on which percentile we use in the
dimensioning process. It is worth highlighting that the delay
budget savings for ρ = 0.9 span from around 6.3 Km
using the 99.9999999th queueing delay percentile to roughly
10.95 Km the 99th percentile is used, which represents a
difference of nearly 4.6 Km.
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FIGURE 7. Distance gains for the 90th, 99th, 99.99th, 99.9999th, 99.9999999th percentiles; 100 MHz and 200 MHz channels. (a) Propagation
distance gains (100 MHz channels). (b) Propagation distance gains (200 MHz channels).

B. SCENARIO II: 5G NEW RADIO (100 MHZ CHANNEL)
Consider, again, the same output rate for the aggregation
point, that is, 100Gb/s. This time, each RRH supports 100MHz
channels with 60 KHz subcarrier spacing. Again, 1, 500 bytes
packets are used to transport the bursts. For 100 Gb/s links,
aggregating 7, 10, 13, and 15 e CPRI Split IU flows leads to
system loads of ρ = 0.4, 0.6, 0.75, and 0.9, respectively
(apply (10) with the numbers provided in Table 1).

By repeating the same procedure, we obtain the extra
propagation delay available budget by taking the difference
between the maximum theoretical queueing delay and the
99.9999999th percentile computed with the N*D/D/1 estima-
tion. Close inspection of Fig. 7 reveals that the overall gain
is worse than that obtained for 50 MHz channels. Under
heavy load conditions –that is, when ρ = 0.9– the distance
gain using the 99.9999999th queueing delay percentile as the
dimensioning reference is near 1 Km. This gain is smaller in
comparison to what we obtained for smaller channel band-
widths, but it is not negligible since it represents an approxi-
mate 10% length gain in the fronthaul links.

Again, relaxing the reference percentile, we may obtain
roughly 1.3 Km, 1.7 Km, 2.1 Km, and 2.5 Km length gains
for the 99.9999th, 99.99th, 99th, and 90th percentiles, respec-
tively, assuming heavy load conditions.

C. SCENARIO III: 5G NEW RADIO (200 MHZ CHANNEL)
In this third experiment, we assess the dimensioning results
for high-bandwidth-demanding 5G NR channels. Namely,
200MHz channels with 60 KHz subcarrier spacing. This repre-
sents e CPRI Split IU bursts of'23, 753 bytes every 16.67 µs,
which requires a transport capacity of up to '11.4 Gb/s.
These bursts are then split and packetized into 1, 500 bytes
Ethernet packets.

In order to cope with this traffic load, we assume 100 Gb/s
links that are carrying 3, 5, 6, and 7 RRH flows simultane-
ously and, therefore, achieving link occupancies of ρ = 0.4,

0.6, 0.75, and 0.9, respectively. Fig. 7b confirms that the
distance gain keeps decreasing as we increase the channel
bandwidth. In this case, only '0.2 Km are gained for the
99.9999999th percentile at ρ = 0.9. As for the rest of
percentiles (99.9999th, 99.99th, 99th, and 90th), '0.6 Km,
'1.1 Km,'1.8 Km, and'2.3 Km are achieved, respectively.
It is worth highlighting that the burst size in this exam-

ple (200 MHz; 60 KHz spacing) is the same as that of
Subsection VI-A (50 MHz; 15 KHz spacing). The main reason
why the distance gain is hampered in this case is that the I/Q

symbol period is four times smaller, which makes a favorable
alignment of the flows more unlikely, as there is less room for
them to avoid overlapping in the aggregation point.

VII. SUMMARY AND CONCLUSIONS
In this work, we propose the use of extreme latency per-
centiles as a design parameter rather than maximum end-to-
end one-way delay. The aim of this approach is to stretch
the RRH-BBU distance by using the available FLR budget for
scenarios in which such range extension is necessary.
To this end, we compared several options for comput-

ing extreme queueing delay percentiles for fronthaul traffic.
Namely, we assessed the suitability of discrete-event simu-
lations, G/G/1 and N* D/D/1 queueing models. We concluded
that, while the G/G/1 model and simulations can produce
satisfactory results for moderate percentiles, both saturate
in the context of high system loads and extreme percentile
values. Only the N*D/D/1 queue is appropriate for the extreme
percentiles.
A better modeling of these percentiles enables us to comply

with the defined FLR in IEEE 802.1CM. We may interpret
the gap between this estimation and maximum worst-case
delay as an extra delay budget. This extra budget becomes
relevant at high loads. Experiments revealed that additional
propagation can be gained at 100 Gb/s under the appropriate
conditions, as discussed in Section VI. The rule of thumb
is that the higher the load, the more extra latency budget
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we can obtain, proportionally to the maximum worst-case
delay, since the gap between the percentiles and themaximum
theoretical queueing delay becomes wider.

Taking into consideration that the envisioned distance for
the fronthaul links is up to 10 Km, we find that we are
able to extend the fronthaul links up to around 60% for
50 MHz channels, 10% for 100 MHz channels, and 2% for
200 MHz channels. Alternatively, this extra budget could
be used to aggregate more RRHs at the same aggregation
point, or we could even think about dynamically switching to
more resource-demanding functional splits on certain RRHs,
if needed.
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