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ABSTRACT Improving the accuracy of wind speed forecast can reduce the randomness and uncertainty of
the wind power output and effectively improve a system’s wind power accommodation. However, the high-
dimensional historical wind speed information should be taken into account in the wind speed forecast,
which increases the complexity of the model and reduces the efficiency and accuracy of a forecast. Feature
selection by the Filter method can effectively reduce the feature dimension, but losing all the information
of low-importance features. Although the feature reduction can retain the partial information of all features,
it causes the loss of the partial information of high-importance features. In order to reduce the information
loss caused by traditional FS and FR, short-term wind speed forecast with low information loss based
on OSVD feature generation is proposed. First, the original wind speed series is denoised by OVMD.
Then, based on the 96-dimensional original wind speed feature set, the OSVD is used to generate features.
Furthermore, the extended original feature set EFS is obtained by combining the initial feature set with the
features generated by OSVD. Gini importance is used to measure the importance of all features in EFS,
and the forward feature selection is combined with random forests to determine the optimal subset. Finally,
the optimal model determined by the new method is compared with seven models to verify the advancement
of the new method. The experiments show that it reduces the information loss. Thus, the model has a higher
forecast accuracy than the traditional model.

INDEX TERMS Short-term wind speed forecast, feature selection, feature reduction, low information loss,
variational mode decomposition, singular value decomposition.

I. INTRODUCTION

With the deterioration of the environment and the excessive
use of nonrenewable energy, countries all over the world
have begun to pay attention to the development of renewable
energy [1]. As a relatively mature technology for renewable
energy generation, wind power plays an irreplaceable role
in the new energy market [2], [3]. However, the strong ran-
domness, intermittence and uncontrollability of wind speed
lead to considerable fluctuation of wind power outputs,
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which makes the safe and reliable operation of a power
grid enormously challenging and restricts the development
of wind power. Accurate and efficient wind speed fore-
cast (WSF) can reduce the negative impact of wind power
uncertainty [4], [S]. WSF methods can generally be divided
into physical methods [6], [7], statistical methods [8]-[11],
artificial intelligence (AI) methods [12]-[17], and others.
The physical method is based on a numerical weather
prediction (NWP) model, which uses a series of meteo-
rological data (wind direction, temperature, and humidity)
and terrain information to establish WSFM [6], [7]. Unlike
physical methods, statistical methods only use historical
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Al artificial intelligience

AR autoregressive model

ARMA  autoregressive moving average

ARIMA autoregressive integrated moving average
ANN artificial neural networks

BP-ANN back propagation-artificial neural networks
CEEMD complete ensemble empirical mode decomposition
CEMD  complementary empirical mode decomposition
EEMD  ensemble empirical mode decomposition

EFS extended feature set

ELM extreme learning machines

EMD empirical mode decomposition

FAHP  fuzzy analytic hierarchy process

FR feature reduction

FS feature selection

GA-BP  Genetic algorithm-back propagation

GSO Gram-Schmidt orthogonalization

IMF intrinsic mode function

IFS Initial feature set

LA-SVM least square support vector machine

LDA linear discriminant analysis

MA moving average

NWP numerical weather prediction

OFS original feature set

OFSS optimal feature subset

OSVD  optimal singular value decomposition
OVMD  optimal variational mode decomposition
PCA principal component analysis

PSO particle swarm optimization

RBFN  radial basis function network

RF random forest

RFS reducted feature set

SVD singular value decomposition

SVM support vector machines

TSD time series decomposition

VMD variational mode decomposition

WT wavelet transform

WSF wind speed forecast

WSFM  wind speed forecast model

wind speed data to forecast. A large number of statisti-
cal methods have also been proposed to predict the wind,
such as autoregressive (AR) [8], autoregressive moving aver-
age (ARMA) [9], and autoregressive integrated moving
average (ARIMA) [10], Markov model [11], and Bayesian
method [12]. In [8], the AR is combined with the average
filter of the wind speed waveform to forecast wind speed
forecast. In [9], using the ARMA to forecast lateral and longi-
tudinal components which are the decomposition of the wind
speed, and the results are combined to obtain the wind direc-
tion and speed forecasts. In [10], fractional-ARIMA models
forecast wind speeds on the day-ahead and two-day-ahead
horizons in North Dakota. Generally, artificial intelligence
methods include artificial neural networks (ANN) [13], sup-
port vector machines (SVM) [14], [15], and extreme learn-
ing machines (ELM) [16], [17], random forest [18]. In [14],
Using V-SVM which parameters are optimized using the
Cuckoo search algorithm predict wind speed and the Grey
correlation analysis is used to determine the input set. In [17],
the stacked ELM is used to predict wind speed which is an
advanced ELM algorithm under deep learning framework.
In [18], the random forest is used as supervised forecasting
model and a data driven dimension reduction procedure and
a weighted voting method are utilized to optimize the random
forest algorithm in the training process and the prediction
process.

However, physical method performs poorly in short-
term WSF with strong volatility and high accuracy
requirements [15], [19]. The statistical methods have draw-
backs in solving the problem of nonlinear and nonstationary
wind speed [16]. The artificial intelligence method is suitable
for nonlinear and nonstationary WSF and has high accuracy
in short-term WSF. However, in the commonly used artificial
intelligence method, ANN requires large amounts of training
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data and a long time to optimize parameters and can easily fall
into local optimum [15]. SVM is sensitive to the selection of
parameters and kernel functions, consumes huge time and
space and is easy to over-fit [20]. ELM has high forecast
efficiency, but its robustness and stability are poor [16]. With
high accuracy and anti-noise ability, random forest (RF)
is not prone to overfitting, is suitable for analyzing high-
dimensional data, which do not need to be standardized
datasets, and has fast training speed. It can also analyze the
importance of feature during training [21]-[23].

Apart from these basic categories, preprocessing methods
such as time-series decomposition (TSD), feature selec-
tion (FS) and feature reduction (FR), also play impor-
tant roles in wind speed forecasting [24]. To reduce the
randomness of wind speed time series, TSD methods,
such as empirical mode decomposition (EMD) [21], wavelet
transform (WT) [25]-[27], variational mode decomposi-
tion (VMD) [28], have been widely applied for WSF, before
the data sets are constructed and input into the basic
predicting model. However, WT is heavily influenced by
the choice of wavelet basis functions and the level of
decomposition [25]. EMD has modal aliasing and endpoint
effects [16]. VMD effectively avoids the modal aliasing
problem of EMD and its improved methods. It has better
noise immunity, better performance and higher computa-
tional efficiency [28]. The decomposition modal number K
and the update parameter of the VMD have considerable
influence on the decomposition result. Considering the char-
acteristics of the above methods, this study chooses OVMD to
preprocess wind speed data, which optimizes two parameters
of the VMD.The FS and FR methods are manifested to help
in selecting the best inputs of the forecasting model, which
would affect the model accuracy and efficiency greatly [24].
FS methods are generally divided into the wrapper method
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and the filter method [29]. When there are many features,
the wrapper method needs to rely on other learning algo-
rithms. The number of calculations of the wrapper method is
high and its practicability is low [30], [31]. The filter method
is widely valued because it does not need to rely on other
learning algorithms for feature selection and can avoid over-
fitting, for which the computational cost is small [29]. The FR
methods mainly include principal component analysis (PCA)
[31], linear discriminant analysis (LDA) [32] and singular
value decomposition (SVD) [33]. Among these methods,
the PCA have been influenced by artificial setting parameters,
and the uniqueness of the orthogonal vector space of its
eigenvalue matrix remains to be discussed [33]. The LDA
method requires data to be tagged, which seeks to make the
data points as easy to distinguish as possible after dimension
reduction and is more suitable for data classification [34].

To attain better performance, researchers have concen-
trated on hybrid models such as PSO-ELM [15], PSO-SVM
[19], EEMD-GA-BP [23], GSO-ELM [24], PCA-ANN [26],
VMD-PACF-ELM [35], EMD-PACF-SVM [36]. In these
hybrid models, the integration of TSD could improve the
forecasting performance by overcoming the barriers of
non-linearity and non-stationary of wind speed, the FS meth-
ods help to eliminate redundant information in feature sets
and the FR methods help to reduce reduces the number of
features, which can improve the efficiency and accuracy of
model.

From the review of related works, we found that although
complicated hybrid model have been studied, two problems
still remain. Firstly, the FS and FR methods have different
types of information loss. Specifically, the filter method in
the FS determines an optimal subset by forward feature
selection to construct a model. The optimal subset contains
all features of high-importance and some features of low-
importance, while discarding some low-importance features.
This approach causes the input set to lose all of the infor-
mation of the low-importance of the original feature set.
However, the FR method maps high-dimensional data to a
low-dimensional space to deducted the feature dimension
of the input set, and obtains the reduced feature set. The
deducted feature set contains part of the information of
all the features in the original feature set, but also loses
part of the information of the high-importance feature. Sec-
ondly, predictors with TSD and FS are all affected by their
control parameters. For example, the w of mode will aggre-
gate or even overlap if K is too large, some modes will
be divided into adjacent modes, or even discarded if K is
too small [34], [37].

Inspired by these ideas, this paper proposes a short-term
wind speed forecast method with low information loss, which
reduces the information loss caused by traditional FR-FM,
FS-FM or TSD-FS-FM, and improves the forecasting accu-
racy. At the same time, different optimization algorithms
is used for the optimization of the essential parameters of
those sub-models separately. First, the original wind speed

VOLUME 7, 2019

sequence is decomposed into several IMFs using the OVMD
method. The IMF with the smallest amplitude is eliminated
and the remaining IMF is reconstructed into a new wind
speed sequence. Second, the OSVD is used to reduce the
dimension of the original feature set (OFS), and the number of
features after dimension reduction is determined according to
the best contribution rate. Thus, a reduction feature set (RFS)
is obtained. Then, in order to further improve the forecast
accuracy, RFS and OFS are combined to form an extended
feature set (EFS). The importance of features in EFS is cal-
culated and ranked by RF. Finally, the feature selection of
forward Filter method is carried out on the EFS to determine
the optimal subset according to the ranking of importance.
The structure of this paper is as follows: Chapter 2 intro-
duces the theoretical background of OVMD, OSVD and RF.
Chapter 3 describes the short-term WSFM proposed in this
paper. Chapter 4 introduces the experiment and evaluates the
proposed model. The last chapter summarizes this paper.

Il. THERETICAL BACKGROUNDS

A. OVMD

1) BASIC PRINCIPLES OF VMD

VMD was first proposed by Dragomiretskiy and Zosso
in 2014 [35]. The decomposition process of VMD consists of
two parts: construction and solution. It involves three impor-
tant concepts: classical Wiener filtering, Hilbert transform
and frequency mixing.

(1) Construction of Variational Problems

The variational problem is how to decompose the original
signal f into & modal functions U(¢) (subsequences). It is
assumed that the finite bandwidth of each subsequence has a
central frequency wy. The estimated bandwidth of each mode
is minimized. The constraint condition is that the sum of the
modal functions is equal to the original signal f.

(a) Analytical signals of each modal function Ui (t) are
obtained by Hilbert transform.

(b) The center frequency wg. is estimated by mixing the
analytic signals of each mode, and the spectrum of each mode
is moved to the fundamental frequency band.

(c) The bandwidth of each mode signal is estimated by
H-Gauss smoothing of demodulated signal, which is the
square of two norms of gradient.

Therefore, the constrained variational problem is as

follows:
. 2
. J —jw,
 [Eh{ine)uelo~)
st Y Ui=f )
k

Here, 9, represents partial derivative of  and §(¢) represents
impulse function.

(2) Solution of Variational Problems

By introducing Lagrange multiplier gamma y(¢) and
quadratic penalty factor o, the augmented Lagrange function
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of the equation (1) is obtained.

L{ UKk}, {wk}, y)
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k 2 k

Alternate Direction Method of Multipliers (ADMM) based
on dual decomposition and the Lagrange method is used to
solve equation (2) for alternating iteration optimization of
Uk, wy and y.

2
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Here, U,-(w), U I’}H , f (w), 7(w) represents the Fourier
transform of Uj(w), UL, f(w), y(w), and n represents the
number of iterations.

For a given solution accuracy, the iteration stops when the
equation (6) is satisfied:

1 2
Z H Un+ n )

Here, t represents updated parameters and can be set to 0.

The specific implementation process of VMD is as follows:

(a) Initialization U}, a)}< yl and maximum number of
iterations N, n = 0.

(b) For each mode Uk, it is updated according to equation
(3) and (4).

(c) According to equation (5), update y,n =n+ 1.

(d) Judging convergence according to equation (6): If it
does not converge and n<N, repeat steps (b). Otherwise,
the final modal function Ug and wy are obtained by stopping
the iteration.

<e€ 6)

2) OVMD

The results show that the performance of VMD is mainly
affected by the number of decomposed modal functions K
and the updating step tof Lagrange multiplier when applied
to wind speed sequence decomposition. In [34], if K is too
large, the @ of mode will aggregate or even overlap. If K is
too small, some modes will be divided into adjacent modes,
or even discarded. Different t will lead to different degrees
of residual, which will affect the forecast accuracy. Therefore,
amethod based on central frequency observation to determine
K, and a method based on minimization of residual error
index (REI) to determine t [20] are proposed.
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First, the wy of decomposition modes under different K
values are calculated and analyzed. Once a similar frequency
occurs, the K at this time is determined as the best K for
decomposition. Then, 7 is optimized according to the root
mean square error (RMSE) between the denoised time series
and the original sequence, which can be simplified to the REI,
which can be expressed as:

REI = min — Z

i=1

|

k=1

)

B. OSVD
SVD has ideal decorrelation. The method based on SVD
can reconstruct features and separate useful information from
data [38]. Using SVD to generate features can retain part of
the information of all features in the original feature set and
remove the correlation between features.

The known training matrix A, x. represents m samples
and c features. The rank of the matrix isr. Singular value
decomposition of matrix A is performed.

Amxc = UmXCACXCer;xc (8)

Here, U and V represent orthogonal matrices respectively,
and A denotes the nonnegative diagonal matrices of mxc:

St 00
T _ .
Qxc - 0 -0 ©)
0 0 S,
S1,...,Sc is the singular value of matrix A, in which

S1>82>>S.. According to the principal component theory,
the larger the singular value, the more information it contains.
Therefore, a new matrix A’

=UG 1 h) X Apxn (10)

m><h -

where U (:, 1: h) represents the matrix corresponding to the
front 4 column vectors in U, and A, represents the diagonal
matrix corresponding to the first 4 larger singular values.

The selection of A affects the accuracy of WSF, so the cor-
responding model’s MAPE is calculated based on the contri-
bution rate of different singular values. The contribution rate
under the minimum MAPE is selected as the best contribution
rate, and the optimal singular value 4 is determined.

Contribution rate D:

h
25
D=

n
2. Si
i

(1)

Here, S; represents the MAPE of the model corresponding
to the i singular value, and S; represents the MAPE of the
model corresponding to the j singular value.
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C. GINI IMPORTANCE

The Gini index is a measure of node impurity and is used as an
evaluation index to measure the contribution of each feature
to each tree in a random forest [39].

Assume that E is a dataset containing e samples. It can
be divided into g categories, and e; represents the number of
samples contained class i (i =1, 2, ..., g). Then, the Gini
index of set E is:

n
Gini(S)=1-> P}
i=1
P; = e;/e, which represents the probability that any sample
belongs to class i. When E contains only one class, its Gini
index is 0. When all categories in E are evenly distributed,
the Gini index takes the maximum value.
When a random forest uses a feature to partition nodes, E
can be divided into v subsets (E; j = 1, 2, ..., v), and then the
Gini index of E is:

(12)

m
i
Ginigir(S) = Y 2L Gini (S; (13)
puts) = 3 i 5)
where e; represents the number of samples in the set Ej.
According to the equation (13), the feature partition with the
minimum Gini split value is the best.

In the process of node partitioning, first, RF calculates the
Gini split value of each feature in the candidate feature subset
after partitioning the node. The Gini Importance of the feature
is obtained by subtracting the value from the Gini exponent of
the front node of the partitioned node. Then, the feature with
the greatest Gini importance is selected as the segmentation
feature of the node. After the RF is constructed, the Gini
importance of the same feature is linearly superposed and
arranged in descending order. Then, the importance ranking
of all features can be obtained.

D. RANDOM FOREST

RF is a machine learning algorithm that combines decision
tree and Bagging idea [46]-[48]. RF uses multiple samples
to construct different decision tree models, in which each
decision tree is forecasted separately. The final forecast is
obtained by voting.

RF is a set of predictors {p (x, Ok),d = 1,2, ..., dyee}
composed of multiple CART [48] decision trees, where x rep-
resents the input vector and {®;} represents the independent
and identically distributed random vector which determines
the growth process of a single tree. The d, is the number of
decision trees. Predictor {p (x, ®)} is a classified regression
tree, which is completely grown by CART algorithm and does
not prune.

The algorithm steps of RF are as follows:

(1) A new self-service sample set of group d is randomly
extracted from the original dataset by resampling. The d
regression trees were established using the CART algorithm.
Each time the samples were not extracted, the d-group dataset
was formed.

(2) The m;, features are randomly selected from the orig-
inal set of samples with M features, and one of the my,
features with the best classification effect is selected for the
splitting of the node.

(3) Every tree grows completely without pruning.

(4) A random forest was formed after the growth of d
regression trees. Finally, the experimental data were fore-
casted.

lll. THE PROPOSED METHOD

To improve the accuracy of WSF, a new wind speed forecast
method, which has three main parts based on OVMD, OSVD
and REF, is proposed. The structure is shown in Fig. 1. In the
first part, OVMD is used to decompose and reconstruct the

r——"—" """~~~/ —7/"—/= 0T o r-- -0 1Trmr—=" """ I
I I I Il g I
I I I [ = all = I
' L] —1 1 | = [z2]]2 |
4 2 SINEEE
I a) I [l = <=0 s»E2l]2s I
! 2 IMF/ sl ]S =1 sl s 82|57 !
— I 2l
[ 3 i R E 4 I - HEE |
2 11121 (¢ g
I 2 IMF2 =0 R - 2 B 5 - 5 I
o o =i 5] 5 8
| Originalwind | 5 2 New | & 3 ° Sl & I
2 : S [ sequence| & ) ® & g \ 4 A4
| speed sequence 2 : 3 f C|C = o> = o || | = X |
| g _;I_l—) 2| | P 8 Dl S P 2| & Predictor RF |
IMF&-1 8 g 8 5 ~
| S o2l 1z L= L EL | B 21
| 8 EEIRER IR I z |
Q e . ()
| 'y IMFk | | g = L z Verify OFSS =
Bt 2
I I I & [ I
I Parameter K| Parameter rl I I T | = I
A 3
: optimization : : | Best singular value | : : :
|| Center frequency |[Minimum residual | | Toptimilatm“ || 4 I
|| observation criterion I I | minimum prediction error | Il | Compared with other models | |
- = 1 —_— — Jd L """

Preprocessing of wind speed sequence

FIGURE 1. Model of the proposed method.
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original wind speed series. The feature set OFS is established
from the reconstructed wind speed sequence. In the second
part, OSVD is used to generate features to get RFS, which
is combined with OFS to obtain EFS. In the third part, RF is
used to calculate the feature importance of EFS. The forward
feature selection is carried out to determine the optimal subset
of optimal feature subset (OFSS). In this method, parameters
such as K and t of OVMD and % of OSVD are optimized to
improve the performance of the model, g is defined as a token
of a feature in the feature set EFS.

The specific flow chart of this method is as follows:

Step 1: Data preparation: determine training set, test set,
and verification set.

Step 2: The original wind speed sequence of the training
set is processed by OVMD.

Step 2.1: Central frequency observation and residual index
minimization criteria determineX and t of OVMD.

Step 2.2: By OVMD, the original wind speed sequence is
decomposed into K modes and IMFs are obtained.

Step 2.3: Sort the IMF by magnitude and exclude the one
with the smallest magnitude. The remaining K-/ IMF was
recombined to obtain a new wind speed sequence.

Step 3: Create feature sets.

Step 3.1: Establish a set of 96 historical wind speed features
(F1, F2,..., F96) using new wind speed series.

Step 3.2: Use OSVD to generate features to get RFS
(including h features, which are expressed as F97, FO8S,...,
Fg). Combining OFS with RFES to obtain EFS (including g
features, which are expressed as F1, F2,...,F96,F97,...,Fg.).

Step 4: Repeat steps 2 to 3 to process the verification set as
well as the test set.

Step 5: Use RF to calculate and rank the importance of EFS
features (assuming that descending rankings are: F1°, F2’,
F3", F4’,F5...).

Step 6: RF as a predictor. Forward feature selection is
performed according to importance ranking.

Step 6.1: The input set is {F1’} and the forecast model is
established.

Step 6.2: The input setis {F1’, F2’}, and the forecast model
is established.

Step 6.3: Loop until the input set is {F1’, F2°, ..., Fg’},
establish all models to forecast.

Step 6.4: Comparing the forecasted results of all models,
the input set corresponding to the best results is determined
as OFSS.

Step 7: Applying OFSS in the test set proves the perfor-
mance of the model determined by the proposed method.

A. CONSTRUCTION OF FEATURE SET

Generally, the candidate feature set used in the existing
research and references for feature selection is: (1) construct-
ing a feature set using original wind speed data, temperature,
atmospheric pressure, etc.; (2) decomposing the original wind
speed data into an IMF using TSD, and constructing a feature
set using the IMF. Because the FS method discards some
low-importance features, the optimal subset loses all of the
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information of some low-importance features in the OFS.
This loss of information leads to a reduction in the accuracy of
the WSF. The traditional FR method maps all the data of the
OFS from the high-dimensional space to the low-dimensional
space, thereby reducing the data to obtain the RFS. The FS
contains partial information about all features, but it also
loses some of the information for all features. This loss of
information increases the efficiency of the WSF, but reduces
the accuracy.

Inspired by these ideas, this paper proposes a short-term
WSFM with low information loss, which can reduce the
information loss of high importance features while retaining
some information of low importance features. The step of
the construction of feature set is shown in the construction
of feature set EFS of Fig. 1.First, OSVD method is used to
reduce the dimension of OFS and obtain RFS. Given that
this method maps high-dimensional data to low-dimensional
space, each feature in RFS contains part of the information
of all features of OFS. Then, the candidate feature set EFS is
obtained by combining RFS and OFS, and the forward filter
feature selection based on RF forecast accuracy is carried out
for this feature set. The results of feature selection include
some features of RFS and some features of OFS.

IFS (Initial feature set) contains historical wind speed
sequence features without any pre-treatment. IFS is used to:
(1) Using IFS to reduce the dimension of the IFS, the resulting
feature set is used as the input feature set of the model PCA-
RF. (2) Using the OSVD to reduce the dimension of the IFS,
the resulting feature set is used as the input feature set of the
model OSVD-RF. (3) As an input feature set of the model
OS-RFE.

OFS (original feature set) contains 96-dimensional
OVMD-processed historical wind speed sequence features.
OFS is used to: (1) Using OSVD to perform feature reduction
to generate features, thereby constructing a reduction feature
set RFS. (2) As the input feature set of the OVMD-RF and
OVMD-OFS¢-RE

RFS (reduced feature set) is a feature set obtained by the
OSVD method for feature reduction of OFS. When the OSVD
method is used in four data sets, the feature contribution rate
of the OSVD is set to 95%. However, in different data sets,
the number of features corresponding to 95% of the feature
contribution rates is different. This causes the parameters
determined by the OSVD method) to be different in the four
data sets (the specific values are shown in Table 7). RFS is
used to:( 1) Combine with OFS to construct extended feature
set EFS. (2) As an input feature set of the model OVMD-
OSVD-RF in the type TSD-FR-FM.

EFS (extended feature set) is a feature set obtained by
combining OFS and RFS, and is a candidate feature set for
performing feature selection. The dimension of features of
the OFS all are 96, and the Dimension of features of the RFS
in the four data sets are different. Therefore, EFS has different
feature numbers in the four data sets (111, 118, 112 and 110).
It is used to:(1) Feature selection is performed as a candidate
feature set to determine the OFSS.(2) As the input feature set
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TABLE 1. Six index for evaluating model performance.

Index Definition Equation

MAE Mean absolute error MAE= (Z ,}Z 1|)’i— 5/1|) /N
RMSE Root mean square error RMSE = \/(leztl [)’1"_ 5/[]2 ) /N
MAPE Mean absolute percentage error

PyvaE Promoting percentages of mean absolute error
Pruse Promoting percentages of root mean square error
Pumare Promoting percentages of mean absolute percentage error

A/L4PE=(I§;|(y/—j//)/yl|j/M
P = |(MAE — MAE2) | MAE,|
Pryssy = |( RMSE: — RMSE:) | RMSE||
Py = | MAPE: — MAPE) | MAPEi|

TABLE 2. Division of test data sets.

Season Division of dataset
Train set Verification set Test set
Spring March 25th - April 9th April 10th - April 13th April 14th - April 17th
Summer July 16th - July 31st August 1st - August 4th August 5th - August 8th
Autumn August 30th - September 14th September 15th - September 18th September 19th - September 22nd
Winter January 1st - January 16th J January 17th - January 20th January 21st - January 24th

of the model OVMD-OSVD-RF in the TSD-FR-FM, and the
proposed model OVMD-EFS¢-RF.

OFSS (the optimal feature subset) is the optimal sub-
set determined by feature selection. The OFSS contains
both features in the OFS as well as features in the RFS.
If the feature name belongs to the range F1-F96, then this
feature is a feature from the OFS. If the feature name
belongs to the range F97-Fg (g takes 111, 18, 112, 110),
then this feature is a feature from the RFS. For example,
in Table 8, feature F106 is a feature in RFS. This feature is
determined by feature selection as a feature of the optimal
subset OFSS.

OFS is an original feature set containing a 96-dimensional
historical wind speed sequence, which is used to:(1) Using
OSVD to perform feature reduction to generate features,
thereby constructing a reduction feature set RFS. (2) As the
input feature set of the Basic Model and the TSD-FS. RFS is
areduction feature set (containing 15, 22, 16 and 14 features
in each of the four data sets), which is used to:(1) Combine
with OFS to construct an extended feature set EFS.(2) As
an input feature set of the model OVMD-OSVD-RF in the
type TSD-FR-FM, and the model OSVD-RF in the type
FR-FM. EFS is a set of extended dimension features (includ-
ing 111, 118, 112, and 110-dimensional features in each of the
four data sets),which is used to:(1) Feature selection is per-
formed as a candidate feature set to determine the OFSS.(2)
As the input feature set of the model OVMD-OSVD-
RF in the TSD-FR-FM, and the proposed model OVMD-
EFS¢-RE.OFSS is the optimal feature subset determined in
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TABLE 3. Statistical information of the data.

Datasets Statistic indices

Mean.(m/s) Max.(m/s) Min.(m/s)  Std. Kurt.
Spring 491 10.67 1.48 2.142 195
Summer _ 3.93 11.26 0.62 1.83 5.67
Autumn 545 20.28 0.37 4.03 6.08
Winter 7.96 19.97 1.14 4.01 2.47

this paper, and the specific feature composition is listed
in Table 8-Table 11.

IV. EXPERIMENTS AND ANALYSIS

In this chapter, the experimental results of single-step and
multistep forecast are compared to evaluate the performance
of the proposed method. To evaluate the real performance of
each method, all experiments were repeated 30 times. The
RMSE, MAE and MAPE indices presented in the results were
the average values of 30 trials. To evaluate the performance
of each forecast method quantitatively, three error indices
are used, mean absolute error (MAE), root mean square
error (RMSE) and mean absolute percentage error (MAPE)
(Table 1). Generally, the smaller these indicators, the bet-
ter the forecast performance of the corresponding model.
Here, N, represents the sample size, yi and y; represents the
observed and forecasted values of time interval i, and vy
and vp represent the index values of model A and model B,
respectively.
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TABLE 4. Description of several models.

Type Model Description
FR-FM PCA-RF PCA is used to generate features .The input feature set of RF based predictor is .a feature set obtained by PCA processing of a
96-dimensional feature set consisting of an unprocessed wind speed sequence.
OSVD-RF OSVD is used to generate features. The input feature set of RF based predictor is RFS.
TSD-FM VMD-RF VMD processes the original wind speed. The input feature set of RF based predictor is a 96-dimensional feature set consisting of
a wind speed sequence processed by the VMD.
OVMD-RF OVMD processes the original wind speed. The input feature set of RF based predictor is OFS
TSD-FR-FM OVMD- OVMD processes the original wind speed. OSVD generates features .The input feature set of RF based predictor is RFS.
OSVD-RF
OVMD-EFS- OVMD processes the original wind speed. OSVD generates features. The input feature set of RF based predictor is EFS.
RF
TSD-FS-FM OVMD- OVMD processes original wind speed. The input feature set of RF based predictor is OFS which is used to feature selection
OFSg-RF
Basic Model OS-RF The input feature set of RF based predictor is a 96-dimensional feature set consisting of an original wind speed sequence without
any processing.
The proposed OVMD-EFSg-  OVMD processes original wind speed. OSVD generates features.
model RF The input feature set of RF based predictor is EFS which is used to feature selection
A. DATA TABLE 5. Central frequencies under different K values of spring

Experiments were conducted using data from 2009 provided
by the National Renewable Energy Laboratory (NREL). The
data is sampled at intervals of 15 minutes and contains
96 points per day. Based on the season, it is divided into four
datasets [42]-[44] of spring, summer, autumn and winter,
and 24 days are selected for experiments in four datasets
(Table 2).The training set accounts for 60% of the dataset
(16 days, 1536 points), the test set accounts for 20% (4 days,
384 points), and the verification set accounts for 20% (4 days,
384 points) [42], [45]-[47]. Table 3 gives statistical data
(including average, maximum, minimum, standard deviation,
and kurtosis).

The experiment used five types of models to verify
the proposed method (Table 4). The first type is fea-
ture reduction-forecasting model (FR-FM), which is a
WSEFM based on feature reduction, including PCA-RF and
OSVD-RF. The second type is time series decomposition-
forecasting model (TSD-FM), which is a model based on time
series decomposition, including VMD-RF, OVMD-RF and
OVMD-OTSVD-REF. The third type is time series decomposi-
tion-feature reduction-forecasting model (TSD-FR-FM),
including OVMD-OSVD-RF and OVMD-EFS-RE. The
fourth type is time series decomposition-feature selection-
forecasting model (TSD-FS-FM), including OVMD-OFSg-
RF. The last type is the basic model in which the feature
set was not processed. This paper compares these five types
of models with the proposed model OVMD-EFS-RE. The
input feature set of all models are given in Table 4

B. EXPERIMENTAL RESULTS OF OVMD

The data was preprocessed using the OVMD method.
As described in chapter 2, section A., the decomposed
mode number K and the update parameter t affect the
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and summer.

Dataset K Central frequencies
Spring 2 2760x10% 0336

30 2327x10%  0.030 0336

4 2328x10*  0.021  0.129 0340

5 2357x10%  0.019  0.125 0244 0358

6 2325x10*  0.019 0125 0253 0323 0.364
Summer 2 4.70x10™* 0.236

3 2.74x10* 0.035  0.240

4 230x10* 0.031  0.073 0241

5 2.29x10™ 0.031 0073 0241 0322

6 2.29x10* 0.031 0073 0237 0303  0.324

TABLE 6. Central frequencies under different K values of
autumn and winter.

Dataset K Central frequencies
Autumn 2 5.49x10*  0.256

3 417x10%  0.053  0.258

4 416x10* 0053 0236 0324

5 220x10%  0.020 0.165 0240  0.324

6 2.06x10* 0019 0163 0222 0306 0337
Winter 2 3.96x10*  0.267

3 3.49x10%  0.020  0.267

4 343x10% 0020 0167 0352

5 336x10%  0.019 0163 0235 0355

6  333x10*  0.019 0163 0230 0323 0358

decomposition effect of the OVMD. Tables 5 and 6 list the
center frequencies of the IMFs at different K values. As the
similar frequency starts from K = 6, K is determined to be 5.
Because the REI of the original wind speed sequence needs
to be as small as possible to ensure forecast accuracy, it is
necessary to optimize t before decomposition.
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FIGURE 2. REI values for the data of the four study areas. (a) Spring. (b) Summer.

(c) Autumn. (d) Winter.
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FIGURE 3. Result of OVMD. (a) Spring. (b) Summer. (c) Autumn. (d) Winter.

The REI value is shown in Fig. 2. In Fig. 2 (a), tis
0.26 when the REI value reaches the minimum value of 0.231.
In Fig. 2 (b), t is 0.46 when REI reaches a minimum value
of 0.127. In Fig. 2(c), 7 is 0.53 when the REI value reaches
a minimum value of 0.212. In Fig. 2(d), t is 0.37 when the
REI reaches a minimum value of 0.316. The wind speed
sequence was determined using OVMD after determining the
best K and t. Fig. 3 shows the original sequence and IMFS.
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The four original wind speed series are broken down into five
subseries. IMF1 shows the general trend of the original wind
speed series with the largest amplitude. IMF5 has the smallest
amplitude and strong volatility. Other modes have significant
periodicity. Fig. 4 shows the results of EMD decomposing
the data of the spring dataset. It can be seen that the EMD
has a significant end-effect which cause distortion and a large
number of IMFs. Processing data using the OVMD method
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FIGURE 5. Determination of the best contribution rate. (a) Spring.
(b) Summer. (c) Autumn. (d) Winter.

avoids endpoint effects effectively and reduces the number
of IMFs compared to EMD. Therefore, the new method uses
OVMD to decompose and reconstruct the wind speed series.
The one with the smallest amplitude in the IMF is removed,
and then the other IMFs are recombined to obtain a new wind
speed series, which is used for later experiments.

C. GENERATION OF FEATURES AND

CONSTRUCTION OF EFS

To reduce the loss of information caused by filter method
and improve the accuracy of forecast, OSVD is used to
generate features to construct a new set of candidate features.
As shown in chapter 2, section B., OSVD needs to determine
the optimal number of singular values A. Fig. 5 shows the
forecast accuracy of WSF using only the feature set generated
by OSVD under different contribution rates. The optimal
singular value & is shown in Table 7. After determining the
parameters of the OSVD, the method is used to reduce the
dimensions of the OFS (including 96-dimensional features)
to obtain the RFS (RFS of different data sets contains dif-
ferent number of features). This feature set reduces several
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TABLE 7. 7 Value of h in different dataset.

Dataset Value of h with different forecast scales.

One-step Two-step Three-Step Four-step
Spring 15 15 15 15
Summer 22 22 22 22
Autumn 16 16 16 16
Winter 14 14 14 14

features compared with the OFS. However, it is noteworthy
that the features in the RFS are not any of the features
in the OFS, because the OSVD maps raw data from high-
dimensional space to low-dimensional space and new fea-
ture retains some important information of all features in
the OFS.

D. FEATURE SELECTION

A multistep WSFM based on a recursive strategy is proposed
in this paper. First, RF is used to calculate the importance
of all features of the EFS. Then, the forward feature selection
method is used, and the EFS is used to select features to deter-
mine the optimal subset according to the importance of fea-
tures. The dye. is set to the default value of 500 and m,, also
takes the default experience value of t/3 [S0]. Table 8-11 lists
the results of feature selection, and Fig. 6 shows the process
of feature selection. The following points deserve attention:

(1) Under different forecast targets, the importance of
the same feature is different. Taking the dataset of spring
in Table 8 as an example, F4 ranks fourth in one-step and
two-step models, but fifth in three-step and four-step mod-
els. Therefore, different forecast targets should be modeled
separately.

(2) The optimal subset contains features in the OFS as well
as the RFS. The results of the optimal subset of different
forecast scales contain several features in the OFS and in the
RFS. For example, the optimal subset contains 10 features of
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TABLE 8. Results of feature selection of spring.

Model OFSS

One-step F1,F2,F3,F4,F100,F5,F102,F97,F99,F6,F13,F71,F19,F15,F96,F98,F24,F23,F109,F82,F89,F41,F26,F77,F105,F43,F62,F65,F94,F110,F106
Two-step F1,F2,F3,F4,F14,F97,F15,F98,F16,F105,F109,F12,F89,F5,F102,F6,F13,F96,F100,F71,F94,F82,F68,F25,F92,F85,F63,F106

Three-step F1,F2,F3,F98,F4,F97,F100,F94,F96,F102,F95,F110,F20,F6,F5,F91,F24,F70,F31,F106,F78,F101,F90,F76,F77,F23

Four-step F1,F2,F3,F97,F4,F100,F98,F33,F106,F77,F58,F109,F67,F18,F30,F61,F13,F68,F108,F94,F96,F92,F31,F20,F102,F76

TABLE 9. Results of feature selection of summer.

Model OFSS

One-step F1,F2,F3,F114,F109,F5,F97,F51,F110,F4,F50,F90,F91,F36,F49,F101,F104

Two-step F1,F2,F3,F4,F97,F114,F5,F51,F103,F90,F25,F91,F53,F6,F24,F107,F18,F61,F13,F101
Three-step F1,F2,F3,F109,F4,F97,F114,F5,F95,F39,F89,F6,F20,F29,F44,F84,F69,F26,F100,F 104
Four-step F1,F2,F3,F118,F109,F4,F103,F100,F101,F88,F5,F108,F104,F97,F115,F6,F29,F44,F110,F114

TABLE 10. Results of feature selection of autumn.

Model OFSS

One-step F1,F2,F3,F4,F111,F99,F5,F16,F103,F105,F102,F100,F110,F108,F18,F96,F65,F19,F85,F75,F6
Two-step F1,F2,F3,F111,F99,F4,F110,F103,F105,F104,F14,F5,F108,F100,F26,F95,F10,F23,F102

Three-step F1,F2,F3,F111,F100,F4,F106,F13,F103,F102,F108,F14,F95,F107,F96,F24,F31,F101,F94,F38,F105
Four-step F1,F2,F111,F3,F100,F38,F4,F103,F106,F96,F13,F12,F107,F102,F98,F110,F29,F93,F94,F63,F23,F101

TABLE 11. Results of feature selection of winter.

Model OFSS

One-step F1,F2,F3,F96,F4,F18,F95,F5,F109,F89,F43,F29,F91,F101,F79,F102,F24,F69,F25,F27,F74,F103,F45,F16,F108
Two-step F1,F2,F3,F109,F104,F102,F26,F96,F4,F103,F94,F75,F17,F51,F18,F93,F105,F45,F100,F61,F79,F62,F38,F67,F97,F107
Three-step F1,F96,F2,F95,F3,F93,F91,F105,F101,F110,F44,F4,F60,F86,F94,F25,F43,F71,F98,F73,F92,F85,F74,F106,F15
Four-step F1,F2,F96,F95,F3,F109,F104,F47,F100,F97,F37,F102,F71,F13,F107,F105,F4,F38,F42,F70,F84,F90,F14,F27,

F108,F52,F57

TABLE 12. Number of features in different feature sets in OFSS.

E. EXPERIMENT RESULT OF SINGLE-STEP FORECAST
Table 13 lists the RMSE, MAE and MAPE for the single-step

Feature dimension of OFSS

WSF of the eight methods in four data sets. The following

Dataset One-step two-step three-step four-step . . .
OFS RFS OFS RFS OFS RFS OFS RFS points are discussed:
Sorin ’ ) . ; o 5 o S (1) In FS-FM, the MAPE, MAE and RMSE of OSVD-RF
prne are lower than PCA-RF, which shows that OSVD performs
Summer 11 6 15 5 15 5 10 10 L
Autamn 1 X 10 0 . 0 3 0 better in single-step WSF. In TSD-FM, the MAP, RMSE and
. MAE of OVMD-RF are lower than VMD-REF, indicating the
Winter 20 5 18 8 20 5 19 8

effectiveness of OVMD in single-step WSF.
(2) MAPE, MAE and RMSE of model OVMD-OSVD-RF

the OFS and the RFS, each accounting for 50% in the four-
step model in the dataset of summer.

This result shows that the method of construction of feature
set proposed in this paper is effective in WSF. The main
information of all high-importance features is retained by
preserving the features in the OFS. By retaining the features
in the RFS, the information of some low-importance features
can be preserved. Thus, the new method reduces the loss of
information effectively caused by traditional feature reduc-
tion or feature selection methods.
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are lower than OSVD-RF and OVMD-RF. This shows that
the combination of these two methods improves the accuracy
of short-term WSF.

(3) In TSD-FR-FM, the MAPE, RMSE and MAE of the
model OVMD-EFS-RF are significantly lower than OVMD-
OSVD-REF, indicating that EFS improves the accuracy of
WSE.

(4) The MAPE, RMSE and MAE of the model OVMD-
EFSg-RF in TSD-FR-FM are significantly lower than
OVMD-OFS-RF in TSD-FS-FM, indicating that the
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TABLE 13. Three evaluation indicators (single step forecast).

Model Spring Summer Autumn Winter
RMSE MAE  MAPE RMSE MAE  MAPE RMSE MAE  MAPE RMSE MAE  MAPE
OS-RF 0.79 0.73 18.66 0.64 0.54 17.76 0.88 0.80 19.65 0.82 0.72 15.72
PCA-RF 0.75 0.68 17.99 0.49 0.47 15.39 0.84 0.72 16.94 0.78 0.71 13.02
OSVD-RF 0.65 0.58 15.30 0.48 0.43 14.46 0.66 0.56 14.48 0.73 0.67 12.29
VMD-RF 0.70 0.57 14.78 0.49 0.46 14.85 0.73 0.67 16.75 0.74 0.69 12.55
OVMD-RF 0.64 0.51 12.02 0.48 0.39 12.69 0.57 0.46 12.70 0.67 0.63 10.09
OVMD-OFS-RF 0.61 0.47 11.01 0.42 0.35 11.54 0.54 0.44 12.12 0.63 0.59 9.77
OVMD-OSVD-RF 0.46 0.41 9.97 0.34 0.33 10.77 0.50 0.41 11.46 0.59 0.56 9.26
OVMD-EFS-RF 0.38 0.27 6.70 0.27 0.24 7.92 0.36 0.31 8.66 0.47 0.46 6.48
OVMD-EFSfs-RF 0.31 0.20 491 0.17 0.15 4.89 0.25 0.21 5.67 0.28 0.25 4.28
TABLE 14. P;ypex of the proposed model and the comparison model.
Model Spring Summer Autumn Winter
l)RMSF. PMAF. PMAPE PRMSF_ PMAE PMAPE PRMSF PMAF PMAPF_ PRMSE PMAE PMAPE

OS-RF 60.62 73.68 72.16 73.91 71.63 72.44 74.87 73.9 71.15 65.26 64.68 72.79
PCA-RF 58.61 72.70 70.07 66.14 67.15 68.19 7.93 71.04 66.53 63.79 64.50 67.14
OSVD-RF 51.84 67.90 64.76 64.67 64.26 66.15 62.73 62.65 60.85 60.99 61.84 65.23
VMD-RF 55.61 66.78 64.15 65.57 66.59 67.05 66.29 69.14 66.15 61.66 63.45 65.92
OVMD-RF 51.41 59.15 60.07 64.76 60.06 61.42 56.72 54.83 55.37 57.53 59.82 57.60
OVMD-OFS-RF 49.18 57.74 55.40 59.52 57.14 57.63 53.70 52.27 53.22 55.56 57.63 56.81
OVMD-OSVD-RF 31.65 50.75 50.28 50.60 53.24 54.57 51.09 49.71 50.51 52.61 54.18 53.79
OVMD-EFS-RF 17.45 26.74 25.28 38.08 36.02 38.24 32.34 33.27 34.60 39.75 44.84 33.95

proposed new method of low information loss effectively
improves the accuracy of short-term WSF.

In different data sets, the indicators of the model OVMD-
EFS-RF are the lowest of the eight models, which shows
that it has the highest accuracy in single-step WSFE.

To evaluate the performance improvement of the proposed
method based on other methods, the Pjvpex value is listed
in Table 14. The model determined by the proposed method is
considerably improved on the basis of the other seven models;
especially for all models in the basic model, FR-FM and
TSD-FM, the performance improvement is higher than 50%.
To more directly demonstrate the superiority of the proposed
model, select the best model in the FR-FM and TSD-FM
types and all the models in the TSD-FR-FM and TSD-FS-
FM type for the section E of chapter 4 test according to the
experimental results in Tables 13-14. OSVD-RF, OVMD-RF,
OSVD-OVMD-RF, OVMD-OFS¢-RF and OSVD-EFS-RF
were set as comparative experimental groups and compared
with the proposed model.

Fig. 7-10 shows the forecasted results of the four data
sets, respectively. At the same time, Fig. 7-10 shows the
local analysis of the interval length of 20 points with the
peak (valley) value as the center point. The left subgraph is
a partial map of the valley value, and the right subgraph is a
partial map of the peak. Specifically:
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(1) In the partial map of peak (valley) values, the model
OVMD-EFS¢-RF has higher forecast accuracy when the
wind speed is higher (lower). The model also got better fore-
casts when the wind speed suddenly changed. The trend of the
forecasted sequence is consistent with the original sequence
and is the best among the eight models.

(2) The model OVMD-EFS-RF performance is second
only to OVMD-EFS¢-RF, which is significantly better than
other models. On the one hand, the effectiveness of the opti-
mal subset is explained. On the other hand, EFS improves the
accuracy of forecast.

(3) Obviously, the prediction results of the model OVMD-
OFS¢-RF are not as good as the model OVMD-EFS¢-RF,
and even the prediction results opposite to the original data
changes. This shows that the model determined by the method
of low information loss performs better than the traditional
model OVMD-OFS¢-RF.

(4) In the peak-to-valley partial map, OSVD-RF obtains
better performance than PCA-RF. The OVMD-RF achieved
better performance than VMD-RF. This explains the effec-
tiveness of the OSVD and OVMD methods.

Obviously, the forecasted sequence obtained by the pro-
posed model best matches the original sequence. It bet-
ter tracks the original wind speed sequence and does not
show a completely opposite trend to the original wind
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FIGURE 9. Result of wind speed forecast in autumn.

speed sequence. Other models, when the wind speed fluc-
tuates greatly, will get some forecast points with the exact
opposite of the actual sequence.

To more visually demonstrate the predictive effect of the
model, the RMSE, MSE and MAPE of the selected mod-
els in the FR-FM, TSD-FM, TSD-FS-FM and TSD-FR-
FM types were compared (Fig. 11). The trend of the index
changes is clearly consistent: the accuracy of the model is
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improved according to the order of OSVD-RF, OVMD-RF,
OVMD-OFSs,-RF, OVMD-OSVD-RF, OVMD-EFS-RF and
the proposed model. This trend is reflected in all evalua-
tion indicators and in all data sets. This result illustrates the
traditional TSD-FS-FS model does not improve the perfor-
mance of the model as much as the proposed model, and
the contribution of FR, TSD and EFS in improving model
performance.
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FIGURE 10. Result of wind speed forecast in winter.
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FIGURE 11. RMSE, MAE, and MAPE for each model.

The distribution of forecasted errors for each model is
shown in Fig. 12. The box plot clearly shows that the forecast
error of OSVD-EFS¢-RF is distributed at approximately 0,
which is more concentrated and closer to zero than the dis-
tribution of forecast errors of the other eight models. This
means that the proposed model can obtain highly accurate
forecasts at almost all points. However, the forecast errors of
other models in some data points are large, and the original
wind speed sequence cannot be well tracked.

F. RESULTS OF MULTISTEP FORECAST
This section evaluates the performance of the multistep fore-
cast of the proposed model through extensive experiments.
At the same time, according to the experimental results given
in subsection chapter 4, section E, the models OSVD-RF,
OVMD-RF, OVMD-OSVD-RF, OVMD-EFS- RF, OVMD-
OFS¢-RF and OVMD-EFSg-RE. Tables 15-18 list the
RMSE, MAE and MAPE for the different models. It can
be observed that the order of performance of each model in
the comparative experimental group is consistent with that in
chapter 4, section E.

In general, the indicators of the proposed model OVMD-
EFS¢-RF are much lower than other models. In single-step
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and multistep forecast, OVMD-RF performed better than
OSVD-RF. Fig. 13-16 shows a comparison of MAPE for all
models in different forecast scales. Specifically:

(1) The MAPE values of the model OSVD-RF are smaller
than the PCA-RF in different forecast scales, and the MAPE
values of the model OVMD-RF are smaller than the VMD-
RF. This shows that the methods OSVD and OVMD can also
improve the accuracy of forecast in multistep forecast.

(2) The MAPE value of the model OVMD-OSVD-RF
is smaller than OSVD-RF, OVMD-REF. It is stated that the
combination of the two methods is also effective in multistep
forecast.

(3) The effect of the model OVMD-EFS-RF is better than
that of OVMD-OSVD-RF, which verifies the effectiveness of
EFS in multistep forecast.

(4) The RMSE, MAE and MAPE values of the model
OVMD-OFSg; are higher than the model OVMD-EFSy, indi-
cating that the model determined by the proposed new method
of low information loss improves the prediction effect of the
traditional TSD-FS-FM.
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TABLE 15. Multi-step forecast results in spring.

Model One-step two-step three-step four-step

RMSE MAE MAPE RMSE MAE MAPE RMSE MAE MAPE RMSE MAE MAPE
OS-RF 0.79 0.73 18.66 091 0.80 20.52 128 0.89 23.42 1.58 1.00 25.00
PCA-RF 0.73 0.68 17.99 0.83 0.74 19.26 0.94 0.81 21.71 1.36 0.90 2291
OSVD-RF 0.66 0.58 1530 0.73 0.63 18.00 0.81 0.75 20.12 0.90 0.85 21.98
VMD-RF 0.70 0.59 14.78 0.81 0.72 16.21 0.90 0.80 18.62 113 0.89 20.30
OVMD-RF 0.62 0.51 12.02 0.70 0.60 15.13 0.79 0.70 17.00 0.85 0.83 19.02
OVMD-OFS-RF 0.61 0.49 11.01 0.68 0.57 13.50 0.74 0.67 1522 0.82 0.79 17.14
OVMD-OSVD-RF 0.48 0.41 9.97 0.62 0.52 11.57 0.71 0.63 13.91 0.80 0.76 15.98
OVMD-EFS-RF 0.38 0.28 6.70 0.46 037 8.17 0.51 0.48 9.77 0.63 0.57 13.80
OVMD-EFS-RF 0.32 0.25 491 0.38 033 6.56 047 041 8.53 0.53 0.50 12.02

TABLE 16. Multi-step forecast results in summer.

Model One-step two-step three-step four-step

RMSE MAE MAPE RMSE MAE MAPE RMSE MAE MAPE RMSE MAE MAPE
OS-RF 0.64 0.54 17.76 0.74 0.63 19.59 1.02 0.89 22.86 1.41 1.01 24.56
PCA-RF 0.50 0.48 15.39 0.60 0.59 17.44 0.84 0.68 19.77 1.11 0.80 22.36
OSVD-RF 0.48 0.43 14.46 0.55 0.55 16.81 0.72 0.60 17.39 0.85 0.69 20.40
VMD-RF 0.49 0.46 14.85 0.54 0.52 16.06 0.81 0.64 18.90 1.06 0.76 21.59
OVMD-RF 0.48 0.39 12.69 0.57 0.44 14.64 0.64 0.55 16.20 0.75 0.65 19.42
OVMD-OFS-RF 0.42 0.35 11.54 0.52 0.42 13.39 0.59 0.50 15.38 0.69 0.60 18.06
OVMD-OSVD-RF 0.34 0.33 10.77 0.38 0.40 12.13 0.48 0.47 14.17 0.59 0.56 17.35
OVMD-EFS-RF 0.27 0.24 7.18 0.32 0.28 9.01 0.39 0.38 11.05 0.47 0.48 14.40
OVMD-EFSg-RF 0.17 0.15 4.89 0.24 0.26 6.97 0.29 0.31 9.03 0.36 0.40 12.10

TABLE 17. Multi-step forecast results in autumn.

Model One-step two-step three-step four-step

RMSE MAE MAPE RMSE MAE MAPE RMSE MAE MAPE RMSE MAE MAPE
OS-RF 0.88 0.80 19.65 0.96 0.82 21.41 1.26 1.05 23.98 1.60 1.11 25.87
PCA-RF 0.84 0.72 16.94 0.89 0.75 19.17 0.95 0.90 21.79 1.36 0.95 23.41
OSVD-RF 0.65 0.56 14.15 0.69 0.66 16.73 0.73 0.73 18.69 0.98 0.83 21.05
VMD-RF 0.73 0.67 16.75 0.78 0.72 18.45 0.85 0.82 20.93 1.26 0.88 22.85
OVMD-RF 0.57 0.46 12.70 0.65 0.49 15.09 0.76 0.62 17.97 0.89 0.70 20.66
OVMD-OFS-RF 0.54 0.44 12.12 0.60 0.47 14.17 0.71 0.59 16.84 0.82 0.66 19.03
OVMD-OSVD-RF 0.50 0.41 11.46 0.57 0.45 13.69 0.68 0.56 15.73 0.77 0.63 18.34
OVMD-EFS-RF 0.36 0.31 8.07 0.44 0.36 10.49 0.52 0.45 13.00 0.65 0.50 15.03
OVMD-EFSx-RF 0.25 0.21 5.70 0.28 0.27 8.89 0.31 0.35 10.64 0.39 0.44 13.24

(5) The MAPE value of the model OVMD-EFS¢-RF is the
smallest, indicating that the model has the highest forecast
accuracy, which reflected that the method based on EFS for
feature selection to obtain the optimal subset can also improve
the forecast accuracy in multistep WSF.

Table 19 and Fig. 13-16 were analyzed with the
focus on models OSVD-RF, OVMD-RF, OVMD-OSVD-
RF, OVMD-EFS-RF, OVMD-OFS¢; and OVMD-EFSg-RF.
Thus, the contribution of the OSVD and OVMD methods
towards the improvement of forecast accuracy is evaluated.
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Table 19 lists the Pjypex of the model. The maximum index
of the model OSVD-RF indicates that the proposed model
has the highest improvement. Fig. 15-16 show the trend
of the models metrics as the range of forecasts increases.
Specifically:

(1) Compared with OVMD-OFS¢,-RF, the proposed model
has less error growth at different time scales. This shows
that the prediction effect of the traditional TSD-FS-FM at
different time scales is not as good as that of the proposed
low information loss method.
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TABLE 18. Multi-step forecast results in winter.

Model One-step two-step three-step four-step
RMSE MAE MAPE RMSE MAE MAPE RMSE MAE MAPE RMSE MAE MAPE

OS-RF 0.82 0.72 15.72 0.89 0.77 17.42 0.99 0.91 20.10 1.26 1.00 23.19
PCA-RF 0.75 0.72 13.02 0.81 0.74 15.39 0.90 0.87 18.42 1.17 0.90 20.66
OSVD-RF 0.71 0.67 12.30 0.75 0.72 13.29 0.82 0.79 16.15 0.89 0.83 18.46
VMD-RF 0.73 0.68 12.55 0.81 0.71 15.06 0.85 0.84 17.53 0.90 0.88 19.78
OVMD-RF 0.66 0.63 10.09 0.71 0.69 13.05 0.76 0.73 15.27 0.86 0.77 17.50
OVMD-OFS-RF 0.63 0.59 9.97 0.68 0.64 12.00 0.72 0.70 14.15 0.81 0.75 16.33
OVMD-OSVD-RF 0.58 0.56 9.26 0.64 0.60 11.18 0.68 0.65 13.21 0.76 0.73 15.35
OVMD-EFS-RF 0.46 0.47 6.08 0.51 0.49 8.38 0.57 0.53 10.15 0.63 0.63 12.52
OVMD-EFSfs-RF 0.24 0.25 4.28 0.27 0.28 6.59 0.29 0.30 8.62 0.41 0.40 11.02

5
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FIGURE 13. Comparison of MAPE with different forecast scales. (a) Spring. (b) Summer.
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FIGURE 14. Comparison of MAPE with different forecast scales. (a) Autumn. (b) Winter.

(2) The RMSE, MAE and MAPE of the model OVMD-
EFSg-RF have the minimum and minimum growth ratios,
which indicated that its performance is better than that of
other models.

(3) As the range of forecast increases, the index of the
model becomes larger, which indicates that the longer the
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forecast time scale is, the lower the forecast accuracy of the
model is.

(4) The performance of the model OVMD-RF is always
better than that of the model OSVD-RF. To a certain extent,
this indicates that the OVMD method contributes more to the
improvement of accuracy than the OSVD method.
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TABLE 19. Percentage of performance improvement of the proposed model.

Model One-step two-step three-step four-step
PRMSE PMAE PMAPE PRMSE PMAE PMAPE PRMSE PMAE PMAPE PRMSE PMAE PMAPE
OSVD-RF 51.05 56.11 67.90 4731 47.64 63.53 42.18 4536 57.58 40.86 4091 4531
OVMD-RF 51.41 59.15 60.07 45.20 4520 56.62 41.18 41.03 49.81 37.50 39.74 36.80
spring OVMD-OFS-RF 45.18 47.74 55.40 44.12 42.11 51.41 36.49 38.81 43.96 3537 36.71 29.87
OVMD-OSVD-RF 3242 38.08 50.75 38.08 36.50 4328 34.64 34.75 38.66 33.69 33.62 24.79
OVMD-EFS-RF 14.81 10.23 26.74 15.57 10.89 19.63 9.37 14.41 12.68 15.96 11.19 12.87
OSVD-RF 64.67 64.26 66.15 59.87 59.45 46.84 42.18 4536 57.58 40.28 28.10 30.27
OVMD-RF 64.76 60.06 61.42 57.69 45.99 41.06 41.18 41.03 49.81 35.69 16.48 21.81
summer ~ OVMD-OFS;-RF 59.52 57.14 57.63 53.85 44.10 39.95 38.85 38.00 41.29 30.83 3333 33.00
OVMD-OSVD-RF 50.60 53.24 54.57 51.38 4273 35.06 34.64 34.75 38.66 29.19 30.06 30.41
OVMD-EFS-RF 38.08 36.02 38.24 37.00 25.22 19.52 9.37 14.41 12.68 234 16.67 15.97
OSVD-RF 62.73 62.65 60.85 56.83 53.40 58.52 59.28 48.58 48.10 35.62 36.96 16.64
OVMD-RF 56.72 54.83 5537 58.58 41.06 5237 53.93 43.55 44.30 52.45 48.13 37.03
autumn OVMD-OFS¢-RF 53.70 5227 53.22 53.33 42.56 47.26 46.33 40.68 36.82 52.04 46.33 30.43
OVMD-OSVD-RF 51.09 49.71 50.51 37.04 36.04 42.54 34.15 34.18 36.32 46.54 4522 2823
OVMD-EFS-RF 3234 3327 34.60 26.88 9.72 33.59 2521 19.18 25.10 40.00 12.00 11.84
OSVD-RF 60.99 61.84 65.23 64.04 61.43 50.44 57.73 51.87 43.08 54.39 52.05 4031
OVMD-RF 57.53 59.82 57.60 62.00 59.81 49.54 59.23 43.64 40.81 5245 48.13 37.03
winter OVMD-OFSg-RF 55.56 57.63 56.81 60.29 56.25 45.08 58.72 41.14 39.08 49.38 46.67 32.52
OVMD-OSVD-RF 52,61 54.18 53.79 57.51 54.16 41.07 54.19 37.68 3237 46.54 4522 2823
OVMD-EFS-RF 39.75 44.84 33.95 46.65 43.44 29.75 40.43 2239 23.56 35.62 36.96 16.64
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FIGURE 15. Trends in multistep prediction results for different models.
(a) Spring. (b) Summer.

G. PERFORMANCE EVALUATION

The accuracy and efficiency of the model need to be
considered in practical applications. However, the para-
dox is that high-efficiency models have lower accuracy
or higher precision models have lower efficiency. There-
fore, a good WSFM should find a balance between accu-
racy and efficiency. In Fig. 17, the model that takes the
longest time is OVMD-EFS-RF (which includes the largest
number of features) and that which takes the shortest time
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FIGURE 16. Trends in multistep prediction results for different models.

(a) Autumn. (b) Winter.

is OSVD-RF (which includes the fewest number of fea-
tures). In terms of accuracy, the proposed model is much
better than several other models, and it ranks fourth in
terms of efficiency. However, the efficiency of the model
OVMD-OFS¢-RF is ranked third and the accuracy is ranked
fourth, which overall performance is far less than the pro-
posed model. Therefore, the model achieves a good bal-
ance between accuracy and efficiency, achieving both high
precision and good efficiency. Thus, it is applicable in the
real world.
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FIGURE 17. Comparison of accuracy and efficiency of the model.

V. CONCLUSION

A short-term wind speed forecast model for OVMD-EFS-
RF with low information loss is proposed in this paper.
The effectiveness and advancement of the new method
was verified by comparing the data of four data sets pro-
vided by NREL with single-step and multi-step forecast.
Specifically:

(1) The original wind speed sequence is preprocessed
by OVMD to reduce the influence of noise, outliers and
abnormal points on forecast accuracy. The parameters of
the OVMD were optimized using a center frequency-based
observation method and a minimum residual criterion.

(2) The feature is generated by OSVD and combined with
the original feature set to obtain EFS. The forward feature
selection was then carried out for EFS. The partial generation
feature is retained to reduce the information loss of the high
importance feature caused by the FR method. Retaining the
high importance features in the original feature set reduces
the overall loss of information for the low importance features
of the FS-FM and TSD-FS-FM methods.

(3) Using RF to perform forward feature selection based on
EFS, determine the optimal subset, overcome the prediction
difficulty caused by the excessive feature set dimension, and
eliminate the negative impact of redundant information on
prediction accuracy.

In the future work, a method to evaluate the information
loss will be worked hard to study. The method proposed in
this paper will also be more comprehensively verified.
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