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ABSTRACT In recent years, credit scoring has received wide attention from financial institutions with the
rating accuracy influencing both risk control and profitability to a considerable extent. This paper presents
a novel multi-stage self-adaptive classifier ensemble model based on the statistical techniques and the
machine learning techniques to improve the prediction performance. First, the multi-step data preprocessing
is employed to process the original data into the standardized data and generate more representative features.
Second, base classifiers can be self-adaptively selected from the candidate classifier repository according to
their performance in datasets and their parameters are optimized by the Bayesian optimization algorithm.
Third, the ensemble model is integrated through these optimized base classifiers, and it can generate new
features through multi-layer stacking and obtain the classifier weights in the ensemble model through
the particle swarm optimization. The proposed model is applied to credit scoring to test its prediction
performance. In the experimental study, three real-world credit datasets and four evaluation indicators are
adopted for the performance evaluation. The results show that compared to single classifier and other
ensemble classification methods, the proposed model has better performance and better data adaptability.
It proves the reliability and practicability of the proposed model and provides effective decision support for
the relevant financial institutions.

INDEX TERMS Credit scoring, multi-stage, self-adaptive, classifier ensemble.

I. INTRODUCTION
In the past decades, statistical techniques and machine learn-
ing techniques are widely used in various fields. Numerous
classifiers have been applied in binary classification, typi-
cally including Logistic Regression (LR), Linear Discrim-
inant Analysis (LDA), K nearest neighbor (KNN), Naive
Bayes (NB), support vector machine (SVM), decision tree
(DT), and multilayer perceptron neural network (MLP).
Among the classifiers mentioned above, LR is the most
widely used statistical method. DT is often used as a base
classifier, while SVM and MLP are also extensively found in
the research. Previous research has found that each of these
classifiers has strengths and weaknesses. For example, LR is
an accessible and flexible statistical method with the advan-
tages of fast execution speed and low computational cost, but
with the disadvantage of being easy to underfit. DT is a simple
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and easily-interpretable algorithm with a strong expansibility
which is insensitive to intermediate values and suitable for
dealing with missing attributes. SVM is an algorithm with a
solid theoretical basis and a low error rate, which can be used
to deal with high dimensional data. However, its sensitivity to
parameter adjustment and function selection is a noticeable
weakness that must be considered.

To address the shortcomings of a single model, the study
of machine learning technology is gradually moving to the
ensemble model, which can both adopt the advantages of the
base models and reduce their disadvantages. The two most
common forms of ensemble model are the hybrid method
and the ensemble method (i.e. hybrid classifier and classifier
ensembles). The hybrid method refers to the combination of
feature selection or parameter optimization before the classi-
fication. The ensemble method refers to the combination of
multiple classifiers run in parallel [1]. Many existing ensem-
ble models are variations or refinements on both methods [2],
[3]. Nevertheless, despite the fact that considerable research
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has been devoted to application of the hybrid classifier and
classifier ensembles, little attention has been paid to the
selection of base classifiers for different datasets and the
ensemble of the hybrid classifiers, not to mention the use
of a multi-stage ensemble strategy to improve the prediction
performance of ensemble models.

This study proposed a novel multi-stage self-adaptive
ensemble model to combine multiple effective compo-
nents and select appropriate base classifiers for different
credit scoring data, so as to improve the prediction perfor-
mance. With the employment of several serial and paral-
lel techniques, the proposed model focuses on three stages:
1) multi-step data preprocessing is applied; 2) base classi-
fiers are self-adaptively selected for different datasets; and
3) the ensemble model is constructed to generate new fea-
tures through multi-layer stacking. Particle swarm optimiza-
tion (PSO) algorithm [4] is used to optimize the weight
of weighted majority voting and obtain the final prediction
result. In general, the proposed model can adaptively select
the appropriate base classifiers for different datasets and use
them to construct a self-adaptive classifier ensemble model,
so that the prediction performance of the model is improved.

Credit scoring has always been critical for banks and finan-
cial institutions to assess whether to approve loan application
from a client. Even 1% of improvement on the prediction
performance of recognizing applicants would greatly increase
the profit of banks and financial institutions [5]. In recent
years, with the continuous enrichment of financial products
and the rapid development of internet finance, a growing
number of scholars are paying attention to the prediction per-
formance of credit scoringmodel. Based on previous research
[6], [7], it can be concluded that these three stages (i.e. data
preprocessing, classifier selection, and classifier ensemble)
can effectively improve the robustness and the prediction
performance.

The remainder of this paper is organized as follows: In
Section 2, the development of classification techniques in
credit scoring is reviewed. In Section 3, a novel multi-stage
self-adaptive classifier ensemble model is proposed, and the
main stages are described. In Section 4, the experimental
setup of the study is introduced, and in Section 5, the exper-
imental results and analysis are presented. Finally, a conclu-
sion and future works are given in Section 6.

II. RELATED WORK
To improve prediction performance, a number of classifiers
are developed and improved. In this section, the development
of classification techniques and their applications in credit
scoring is reviewed.

A. BASE (SINGLE) CLASSIFIERS
The application of the base classifier is common, as discussed
by Hoffmann et al. [8], [9], Ong et al. [10], and Wang and
Huang [11]. Three common classifiers, which are the base
classifiers in this study, are described in this sub-section.

LR is a probabilistic nonlinear model, which refers
to a multivariate analysis method to study the relation-
ship between the result y and the influencing factors
(x1, x2, x3, . . . , xn). It has been widely applied to credit scor-
ing in various disciplines, and has become one of the most
important statistical techniques used for this purpose. Hosmer
and Lemeshow pointed out that LR can be regarded as a
special case of linear regression [12]. The main difference
between LR and linear regression, is that LR is usually
used for classification problems, while linear regression is
generally used to fit the data when its values are normally
distributed. Tang and Chi applied the LR to trade credit
risk forecasting, and showed that LR has better classification
accuracy and robustness when studying multiple sets of data
[13]. They also concluded that the closer the analysis is to
the occurrence of credit crisis, the higher the classification
accuracy and greater the improvement in prediction accuracy.
The advantages of LR are fewer required parameters, and
that the model is easy to understand and implement. In many
cases, LR is used as a base classifier to construct more
complex models. For example, Sohn et al. proposed fuzzy
logistic regression to predict the credit scoring datawith fuzzy
number attributes [14]. He et al. and Zhang et al. used logistic
regression as stacked model in stacking ensemble model, so
as to construct a complex ensemble model for predicting
credit scoring data [6], [7].

Decision tree is a predictionmodel that indicates the reflex-
ive relationship between the properties of the objects and their
attributes. Every node represents an entity, with the divergent
path defined as the probable attributes of the properties, and
the leaf node representing the attributes of objects which track
the path from leaf node to root node. There are three standard
tree algorithms, namely: (1) the chi-square automatic inter-
action detector, which uses the chi-square test as the splitting
criterion; (2) the classification and regression tree (CART),
which uses gini as the splitting criterion; and (3) C5, which
uses entropy as the splitting criterion. Boyle et al. were some
of the first scholars to advocate the application of a decision
tree method to credit scoring [15]. Lee et al. studied CART in
the application of the score, and compared it with other meth-
ods [16]; from this they found that the performance of CART
in experimental datasets was superior to other traditional
methods. The explanatory and expansibility capabilities of
DT are excellent, and more complex models can be built on
the basis of DT. Siami et al. experimented the locally linear
model tree algorithm to evaluate the superiority of DT’s per-
formance and achieved a good result [17]. However, DT also
has a drawback in that it is easy to overfit and often ignores
the correlation between data features. Therefore, in recent
research, the basic DT model is generally not used alone, but
often used as a base classifier for ensemble models.

SVM was first proposed by Cortes and Vapnik [18]. This
model tries to find a hyperplane to separate two types of
training sample, to ensure the smallest classification error
rate. Huang et al. applied SVM to credit rating prediction
using two datasets relating to Taiwan financial institutes and
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United States commercial banks [19]; they found that SVM
performed satisfactorily in their experiments. Lee applied
SVM to corporate credit rating problem, and found that
SVM (with the radial basis function kernel) had the best
performance when compared to alternative baseline algo-
rithms [20]. SVM has strong generalization ability and can
efficiently handle high dimensional datasets, but is sensitive
to parameter adjustment and the choice of function. Zhou
et al. use direct search method to optimize the SVM-based
credit scoring model, and the experimental results show that
the performance and robustness of SVM is improved after
this method [21]. Sebastián et al. proposed a profit-driven
approach for classifier construction and simultaneous vari-
able selection based on linear SVM in credit scoring [22].

B. SOFT CLASSIFICATION TECHNIQUES
While the application of single classification technology to
credit scoring is common, it is undeniable that there are
some limitations to it, such as low prediction performance
and robustness. To address these limitations and combine
the advantages of single classifiers, hybrid and ensemble-
based soft classification techniques are introduced in this
sub-section.

Hybrid classifier serially combine two or more heteroge-
neous machine learning techniques as different components.
According to the analysis of Lin et al. [23], there are three
ways to build hybrid classifier. The first approach is called
cascaded hybrid classifier, meaning that each single clas-
sifier is connected serially to form a new classifier. More
specifically, the output of the former classifier is used as the
input to the next classifier, and so on. The second approach
is the integration of clustering and classifiers, the first step
of which is to either pre-classify the original data or to
distinguish the main categories of the dataset by clustering;
the clustering results are then used as the classifier input to
generate the terminal prediction results. For example, Hsieh
proposed a hybrid approach to the credit scoring problem,
based on K-means clustering and neural network techniques
[24]. He first applied the K-means clustering algorithm to
generate new clusters and remove non-representative sam-
ples, and then used new classes of samples for further design
of the credit scoring model. Huang et al. proposed a hybrid
GA-SVM strategy which can simultaneously complement
feature selection tasks, and optimize model parameters [25].
AghaeiRad et al. used the unsupervised learning based on
self-organizing map (SOM) to improve the discriminant
capability of feed-forward neural network, and it obtain better
performance than the stand-alone FNN [26]. Hsu et al. tried
to combine the artificial bee colony approach and SVM to
enhance prediction performance of the credit ratings [27].
Zhang et al. also proposed a multi-stage hybrid model to
enhance the prediction performance of credit scoring [7].

Classifier ensembles are developed by combining a num-
ber of classifiers in parallel, and are widely used in credit
scoring. The idea of classifier ensembles can be expressed

as a probabilistic framework as (1).

p(t |x ) =
n∑
i=1

Aip(t |(x,mi) ), (1)

where t represents the value of prediction; p(t |x ) denotes the
conditional distribution of t given an input variable x;mi (i =
1, 2, 3, . . . n) indexes a set of possible models; Ai represents
the probability of applying each model; p(t |(x,mi) ) denotes
the conditional distribution of t given an input variable by
applying a model mi.
In the opinion of Wang et al. [28], ensemble learning is

based on the machine learning approach, where several learn-
ing algorithms can be applied to one problem; this avoids the
drawbacks of a single classifier and combines the advantages
of multiple classifiers. Classifier ensembles can be divided
into three main approaches: Bagging, Boosting, Stacking.

Bagging: This algorithm was developed by Breiman [29].
Bagging is one of the earliest ensemble learning algorithms
based on themajority voting concept, where different training
data subsets are randomly selected from the entire datasets
and used to train the different base learners of the same type
[28]. Random forest is one of the typical bagging algorithms.

Boosting: Boosting was proposed by Schapire [30]. Each
training sample is given the same probability, and the datasets
are then implemented with T iterations. After each itera-
tion, the weight (resampling) of the samples with the wrong
classification is increased, so that they are more focused in
the next iteration. AdaBoost, firstly proposed by Schapire
[30], Freund and Schapire [31], and Gradient Booting by
Friedman [32], have been widely used as boosting algorithms
in machine learning.

Stacking: Stacking was identified by Wolpert [33], and
is another ensemble method whereby a model is essentially
trained on top of models. This model combines the results of
the individually trained models in different ways to produce a
result. Since this combination model is general, stacking can
effectively act in the same way as any other ensemble models.

According to Verikas et al. [34] and Lin et al. [23],
although some recent research has focused on the devel-
opment of a single classifier, soft classification techniques
are currently the trends for credit scoring. However, exist-
ing research into hybrid classifier and classifier ensembles
has mainly focused on the improvement of a specific step;
for example, Min et al. examined the optimization of the
classifier parameters [35], Chen and Li looked at feature
selection [36], and Wang et al. focused on the integration
of the models [28]. Lessmann et al. proved that the per-
formance of heterogeneous ensembles is better than single
models through a large-scale empirical analysis [2]. Xia et al.
proposed a heterogeneous ensemble credit model that inte-
grates the bagging algorithm with the stacking method to
improve the prediction performance [37]. In our previous
study [6], an imbalanced learning approach is combined with
tree-based classifiers to construct an ensemble model, but the
adaptive selection issues of the base classifiers have not been
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addressed. A further extension by Abellán and Castellano is
implied concerning the selection of best classifiers forming
ensemblemodel in credit datasets whichmakes a step forward
but still exits some limitations [38].

In order to compensate for the shortcomings of the above
studies and to improve the self-adaptive adjustment ability
of the existing method for different datasets, a novel multi-
stage self-adaptive classifier ensemble model is proposed
to enhance prediction performance and improve the self-
adaptive adjustment ability.

III. MULTI-STAGE SELF-ADAPTIVE CLASSIFIER
ENSEMBLE MODEL
In this section, the novel multi-stage self-adaptive classifier
ensemble model is formulated. The proposed model can be
divided into three main stages. In the first stage, the multi-
step data preprocessing is employed to process the original
data into standardized data and generate more representa-
tive features. In the second stage, the base classifier will be
adaptively selected according to the prediction performance
in Validation Set, and the parameters of the selected base
classifiers will be optimized by Bayesian optimization algo-
rithm [39]. In the third stage, the self-adaptive classifiers are
integrated to obtain the final prediction results through multi-
layer stacking and the optimization of PSO algorithm. The
proposed model has not only the ability to self-adaptively
adjust the base classifiers according to different datasets, but
also to achieve better performance while integrating different
classifiers. The framework of the proposed model is illus-
trated in Fig. 1. Here, the standardized data was obtained after
the first stage and divided into three parts, namely, Training
Set, Validation Set and Testing Set. clf1 to clf9 represent
candidate classifiers in candidate classifier repository (CCR),
clft1 to clft5 indicate the base classifiers selected for ensemble
model, P1 to P5 represent the prediction result of the Training
Set using top 5 classifiers, i.e., clft1 to clft5. VP1 to VP5
represent the mean prediction result of the Validation Set
using clft1 to clft5. TP1 to TP5 represent the mean prediction
result of the Testing Set using clft1 to clft5. The proposed
model is described in detail as follows.

A. MULTI-STEP DATA PREPROCESSING
In practice, original data are sometimes irregularly awash
with missing values and abnormal values which are unfavor-
able for further commutation and prediction of the proposed
model. Original data also have some more representative
features that have yet to be discovered. Therefore, data pre-
processing plays a significant role in experimental process
by making the data more representative and standardized.
In this study, multi-step data preprocessing is constructed to
generate more representative features and standardized data,
as shown in Fig. 2. The process of multi-step data preprocess-
ing includes six steps, namely, filling missing values, dummy
coding, standardization, feature combination, normalization
and Principal Component Analysis (PCA) [40]. After data
preprocessing of the original data through these steps, new

FIGURE 1. Framework of the proposed model.

FIGURE 2. Multi-step data preprocessing process of the proposed model.

data (i.e. standardized data) is obtained. The details are as
follows.

In the multi-step data preprocessing, the first step is filling
missing values. The missing data in original dataset are firstly
filled according to the type of features. That is, a new category
is created to replace the missing values in categorical feature,
and the mean value of numerical feature is used to replace
the missing data in numerical feature. Then, the second
step (dummy coding) is performed. By considering that the
unordered and multi-categorical eigenvalues are incompara-
ble, the dummy coding for dummy variable is used to quantify
the non-quantitative variables. The feature with n categories
can be transferred into n features which can be described as
(2). In addition, the third step (standardization) is performed
to eliminate numerical differences between features.

1
2
3
. . .

n

 =


1 0 0 . . . 0
0 1 0 . . . 0
0 0 1 . . . 0
. . . . . . . . . . . . . . .

0 0 0 . . . 1

 . (2)
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In data processing, many scholars [1], [28], [41]–[43]
ignored the correlation between features, but it’s useful to
add such complexity to the proposed model by considering
features correlation and nonlinear features of the input data.
Therefore, the interrelationships of the features are taken
into account through the fourth step (feature combination),
which is achieved by constructing the feature polynomial to
represent the association of features. For example, the gen-
eral linear model is shown as (3). While the expression that
considers the association between features is shown as (4).

y = w0 +

n∑
i=1

wixi, (3)

y = w0 +

n∑
i=1

wixi +
n−1∑
i=1

n∑
j=i+1

wijxixj, (4)

where w0 is a constant term, n represents the number of fea-
tures, xi represents the ith feature, wi represents a coefficient,
and xixj represents a combination of xi and xj.
Further, the fifth step (normalization) is carried out so that

the data of each dimension (feature) can be unified. At this
time, the features of dataset become large with a number of
ineffective or counterproductive features. In order to avoid
curse of dimensionality and assure the mutual independence
of variables, the sixth step - PCA is used to reduce the dimen-
sion, which can select several representative features in high
dimensional space. PCA is a relatively effective method to
reduce the dimension of the dataset, and its core is to transfer
the original data into a set of linear independent eigenvec-
tors through orthogonal transformation. After dimensionality
reduction by PCA algorithms, the features whose dimensions
are raised by polynomial become more representative for
further experiment.

B. BASE CLASSIFIER SELECTION AND OPTIMIZATION
A popular approach to calculate similarity between scientific
documents based on the traditional co-citation network is
shown in (2).

The selection of the base classifiers is an important com-
ponent of the ensemble model, and in general, it can be
artificially regulated. For example, Hsieh and Hung selected
neural network (NN), SVM, and Bayesian network as the
base classifiers [44], while Wang et al. chose LR, DT, ANN,
and SVM as base classifiers [28]. Ala’raj and Abbod selected
RF, DT, NB, NN, and SVM [3]. However, it is assumed that
the classifier is blunt, which leads to a model incapable of
self-adaptively adjusting to a more suitable base classifier
for different datasets, so that the result may not be optimal.
To make a model classifier possess a self-adaptive selection
capability for different datasets, the process of selecting suit-
able base classifier is constructed, as shown in Fig. 3. A CCR
with nine classifiers (clf1 ∼ clf9 in Fig. 3) is designed to select
the optimal base classifiers for different data. By inputting
the standardized data into CCR, the performance of each
classifier in Validation Set is evaluated with the k evaluation

FIGURE 3. The process of selecting suitable base classifiers.

indicators. These evaluation indicators will be introduced in
Section 4. Then the Total Score of each classifier is calculated
and expressed in (5), reflecting the overall performance of the
classifier. The top five classifiers with the highest total score
will be selected as the base classifiers for the proposedmodel.

Total Score=
k∑
i=1

wiXi, (5)

where k represents the number of evaluation indicators, Xi
represents the performance of the ith evaluation indicator, and
wi is the ith weight of evaluation indicators.
Corresponding to different dataset, top five classifiers are

self-adaptively selected to form the base classifiers for further
ensemble modeling. Simultaneously, Bayesian Optimization
Algorithm is adopted to determine the value of parameters
for base classifiers to find out their optimum performance.
Using the observed values, a regression model with Gaussian
process is built, and the model is used to predict the mean
value µt−1(x) and standard deviation σt−1(x) on unknown
input position. The position of the maximal sum of mean and
the standard deviation is set to be the next point of sample.
The acquisition function can be depicted as (6).

xt = argmax
x∈D

µt−1(x)+ β
1/2
t σt−1(x), (6)

where β1/2t is the parameter of the weight, and the parameters
are set referring to [45].

In order to balance the exploitation and exploration, Upper
Confidence Bound is used as the Acquisition Function in this
study. The optimal parameters of base classifiers are calcu-
lated through the iteration of Bayesian optimization algo-
rithm. Therefore, the parameters-optimized base classifiers
are used for further ensemble modeling.

IV. CONSTRUCTING CLASSIFIER ENSEMBLES
Based on the optimized base classifiers in the above pro-
cedures, multi-classifiers stacking (MCS) method based on
original stacking is proposed. It is described in detail as
follows:

Firstly, selected base classifiers perform the first layer
ensemble operation. The process details are shown in Fig. 4.
In the process, the Training Set is divided into N folds for
cross validation (e.g. N = 5 in Fig. 4). In each iteration,
N − 1 folds (e.g. T in Fig. 4) are used to train selected base
classifiers (e.g. clft1 in Fig. 4), and the remaining one fold is
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used for prediction (e.g. P in Fig. 4). Meanwhile, the trained
base classifiers predict both Validation Set and Testing Set in
each iteration. After N iterations, the prediction result for the
whole training folds can be obtained. The mean prediction
values in Validation Set and Testing Set are recognized as
the global prediction results of the base classifiers in Val-
idation Set and Testing Set, respectively (e.g. VP1 to VP5
and TP1 to TP5 in Fig. 4). Subsequently, these prediction
results are added to the input dataset as new features, That
is, the prediction results of base classifiers are integrated with
the input dataset to form the new Training Set, Validation Set,
and Testing Set in the first layer. Prediction result is presented
as the right side of Fig. 4.

FIGURE 4. Process of first-layer classifier ensembles.

The new training dataset obtained in the first layer is used
for the training input of the MCS procedure in the second
layer to train base classifiers. The more layers the MCS pro-
duces, the higher dimensional data and more comprehensive
features are obtained. In this study, two layers are used to
verify the efficiency of the MCS.

With the aforementioned procedures, new Training Set,
new Validation Set and new Testing Set are obtained. New
Training Set is used to training the base classifiers and new
Validation Set is used to validate the performance of the base
classifiers, meanwhile, PSO algorithm is used to adjust the
weight of the base classifiers, and the objective function of
PSO algorithm is the comprehensive prediction performance
(i.e. Total Score in (5)) in the Validation Set. It is initialized to
a bunch of random particles (random solution), and searches
for an optimized solution through iterations. In each iteration,
the particles track two ‘‘extremum’’ (personal optimum pbest
and global optimum gbest) to update. In this procedure,
particle i can be denoted as a vector with D dimensions with
its position expressed as Xi = (xi1, xi2, . . . , xiD)T , velocity as
Vi = (vi1, vi2, . . . , viD)T . With the two optimums obtained,
the particles can update the position and velocity as the
following (7) and (8).

vk+1id = vkid + c1r
k
1 (pbest

k
id − x

k
id )+c2r2(gbest

k
d−x

k
id ), (7)

xk+1id = xkid + v
k+1
id , (8)

where vkid is the velocity of the dth dimension of i in the
kth iteration; c1,c2 is denoted as acceleration coefficient,
usually assigned c1 = c2 = 2, and r1,r2 is random number
belonging to [0, 1]; pbestid is the best previous position of

TABLE 1. Three credit datasets from the UCI repository.

the dth dimension of particle i; gbestd is the best previ-
ous position of the dth dimension for all the particles; xkid
denotes the current position of the dth dimension of i in the
iteration k .
Finally, the weights of the base classifiers through PSO

algorithm are used as theweights ofmajority voting in ensem-
ble. The proposed model uses the weighted majority voting
method to predict the new Testing Set to obtain the final
prediction results.

V. EXPERIMENTAL STUDY
A. CREDIT DATASETS
In the experiments, three real-world credit datasets obtained
from the UCI machine learning repository [46], namely, Ger-
man, Australian and Japanese, are employed to evaluate the
performance of the proposed model. The details for the three
datasets are shown in Table 1.

The German dataset consists of 1000 instances, of which
700 are positive (good cases), and 300 are negative (bad
cases). Each instance contains 13 categorical features, seven
numerical features, and a target attribute (accepted or
rejected). Each feature represents a different meaning, such as
credit history, repayment behavior, or employment stability.

The Australian dataset comprises 690 instances, of which
307 are positive (good cases), and 383 are nega-
tive (bad cases). Each instance contains six categorical
attributes, eight numeric attributes, and a target attribute
(accepted or rejected).

The Japanese dataset consists of 690 instances, of which
307 are positive (good cases), and 383 are negative
(bad cases). Each instance contains 11 categorical fea-
tures, four numerical features, and a target attribute
(accepted or rejected). The composition of the Japanese
dataset is similar to the Australian dataset, but has some
missing values in its data.

B. EVALUATION INDICATORS
To estimate the performance of the proposed model, four
evaluation indicators are used, namely, Accuracy, Fscore,
AUC , and LogLoss, and they are based on the confusion
matrix shown in Table 2. According to Table 2, the true
positives (TP) are positive instances predicted as positive,
and the false negatives (FN) are positive instances predicted
as negative; similarly, the false positives (FP) are negative
instances predicted as positive, and the true negatives (TN)
are negative instances predicted as negative. Based on these
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TABLE 2. Confusion matrix.

factors, Accuracy and Fscore are expressed as the following
(9) and (10) [3], [47].

Accuracy =
TP+ TN

TP+ FN + FP+ TN
, (9)

Fscore =
2× Precision× Recall
Precision+ Recall

, (10)

where Precision = TP
TP+FP represents the proportion of the

actual positive instances in all positive instances of the pre-
diction, and Recall = TP

TP+FN corresponds to the proportion
of the actual positive instances in the positive class relative to
the predicted positive class.

As described by Wang et al. [48], an ROC is a two-
dimensional graph in which a true positive rate is plotted on
the Y -axis and a false positive rate is plotted on the X -axis;
the AUC is the area under the ROC curve, which can perfectly
reflect the performance of the proposed model. In general,
a model that has a larger AUC indicates better performance.

The first three indicators express the performance of pre-
diction metrics positively, while LogLoss evaluates whether
the classifier prediction is reliable, by measuring the loss.
LogLoss is also known as cross-entropy loss, which is defined
as the negative log-likelihood of the true labels, given a
probabilistic classifier’s predictions [49]; this is often used
to evaluate the probability output of a classifier. For binary
classification with true label y ∈ {0, 1} and a probability
estimation p = Pr(y = 1), the LogLoss per instance is the
negative log-likelihood of the classifier given the true label.
The formula is described as (11).

LogLoss(y, p) = − log Pr(y |p )

= −(y log(p)+ (1− y) log(1− p)). (11)

VI. DATA PREPARATION AND PREPROCESSING
Before constructing a model, standardized dataset should be
prepared through standardization and normalization. For the
dataset (e.g., Japanese dataset) that contains missing values,
the approach mentioned in Section 3 is adopted to fill the
missing values of categorical features by new categories and
fill the missing values of numerical features by mean value
of corresponding features. After that, dummy coding, poly-
nomial transformation method, and PCA will be applied on
the dataset. The polynomial conversion formula with three
characteristics and two degrees is depicted as (12).

(x
′

1, x
′

2, x
′

3, x
′

4, x
′

5, x
′

6, x
′

7, x
′

8, x
′

9, x
′

10)

= (1, x1, x2, x3, x21 , x1 ∗ x2, x1 ∗ x3, x
2
2 , x2 ∗ x3, x

2
3 ). (12)

According to the preprocessing described in Fig. 2,
a process of standardization and normalization is conducted
according to the condition of the variance and characteristic
for each feature. In brief, standardization applies z-score to
transfer eigenvalue into same unit according to the columns
of the feature matrix, which can be described as (13). As for
normalization, it aims at setting unified standard when cal-
culating the similarity by dot multiplication or other kernel
functions, that is to say, transferring the value of each feature
into a unit vector. L2 norm is adopted for normalization, and
its formula is portrayed as following (14).

x
′

=
x − X ′′

S
, (13)

x
′

=
x√

m∑
j=1

x[j]2
, (14)

where x
′

represents the result value after processing, x repre-
sents the original value,X ′′ represents themean of the column
features, S represents the standard deviation of the column
features, and m represents the dimensions of the feature.

In this study, experiments were repeated 30 times on each
dataset to reduce the influence of contingency. The candidate
classifiers in the CCR are KNN, LDA, LR, DT, SVM, MLP,
RF, AdaBoost, and GBDT. Based on the characteristic of
dataset and the practical experience, the weight ratio is set
to: wacc : wauc : wf1 : wloss = 0.2 : 0.5 : 0.2 : −0.1. A slight
adjustment of the weight ratio has no effect on the final result.
Dimensionality reduction with PCA is one of a key step of
data preprocessing, and to minimize losses of information,
99.9% is set as a threshold to get dimensions by PCA. The
dataset is separated into total Training Set and Testing Set
with the proportion of 8:2. Specifically, in the experiment,
the distribution of training data and test data for German is set
to 800:200, and Australian and Japanese are the same, set to
552:138. To further observe the performance of the proposed
model, the total Training Set is divided into Training Set and
Validation Set with the same proportion. So the training data
for German is further divided to be 640:160, and Australian
and Japanese to be 442:110.

A. EVALUATION INDICATORS
Base classifiers strangled the throat of the performance of the
ensemble model, so selection and optimization of the base
classifiers is significant. In order to make full use of the
dataset and minimize the impact of classic data limitation,
cross-verification methods are applied to divide the training
data into 5 folds, therein, 4 folds are used as the Training Set
in the experiment and remaining one fold is used as the Vali-
dation Set. The evaluationmetric is organized as (5), themean
value of total scores in five iterations is taken as the perfor-
mance of classifier. As mentioned in Section 3, the param-
eters of selected classifiers will be optimized by Bayesian
optimization algorithm with the iteration number set to 100.
The classifiers used in the experiment are implemented
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through the Scikit-learn1 package. The parameters are opti-
mized as follows: LR is optimized for the parameters C and
max_iter, where C is the inverse of regularization strength,
and the max_iter is the maximum number of iterations. SVM
is optimized for the parameters C and γ , where C is the
penalty parameter of the error term, and γ determines the
distribution of the data to the new feature space. MLP is opti-
mized for the parameters n, α, r , t , max_iter, m, β1β1, β2β2,
where n is the hidden layer sizes, α is the penalty parameter,
r is the learning rate, t is the exponent for the inverse scaling
learning rate, max_iter is the maximum number of iterations,
and m is the momentum for the gradient descent update. β1
and β2 are the exponential decay rates for estimates of the
first and second moment vectors in Adam. RF is optimized
for the parameter n, which is the number of trees in the forest.
GBDT is optimized for the parametersm, r , n, and s, wherem
is the maximum depth of the individual regression estimators,
r is the learning rate, n are the number of boosting stages to
perform, and the fraction of samples s is to be used for fitting
the individual base learners.

B. ENSEMBLE OF CLASSIFIERS
With adequate preparation of dataset and base classifiers,
ensemble method is applied to obtain a better performance
result. As aforementioned in Section 3, newTraining Set, Val-
idation Set and Testing Set are obtained after two-layer MCS
method. After that, weighed majority voting is employed to
work out a comprehensive result in Validation Set. Moreover,
PSO algorithm is used to determine the weights of major-
ity voting in ensemble. The dimension of particles in PSO
algorithm is the number of base classifiers. The maximum
number of iterations of the PSO algorithm is set to 100.When
the PSO algorithm is performed more than 100 generations,
the iteration ends and the weight of majority voting is output.
The weighted majority voting is applied on new Testing Set
to obtain the final result of the proposed model.

VII. EXPERIMENTS RESULTS AND ANALYSIS
In this section, experimental results are shown to illustrate the
advantages of the proposed model. The proposed model was
validated by four evaluation indicators, implemented on three
datasets. All of the experiments used Python Version 3.6 on
a PC with a 3.2 GHz Intel CORE i7 processor.

A. BENCHMARKING RESULTS
In the sub-section, Training Set and Validation Set are used to
verify the performance of candidate classifiers; by observing
their performance, top five classifiers are selected as the
base classifiers for each dataset. The performance of each
classifier on the different dataset is shown in Table 3, and
changing tendency is intuitively lined in Fig. 5 - 7. These
results are used as a benchmark for comparison in subsequent
experiments

1http://scikit-learn.org

TABLE 3. Performance of each classifier for each dataset.

FIGURE 5. Performance comparisons of various classifiers in the
Australian dataset.

Table 3 shows the results of each classifier operating on
three datasets, in terms of the four evaluation indicators pre-
viously defined. Top five classifiers are highlighted in bold
by comparing their total scores. Each dataset possess its own
suitable base classifiers due to the different performance of
these classifiers in variant dataset. In Australian dataset, top
five classifiers are: MLP, LR, SVM, GBDT, LDA; in German
dataset, top five classifiers are: LR, SVM, GBDT, AdaBoost,
MLP; and in Japanese dataset, GBDT, LR, SVM, RF, MLP
are ranked top five.

From Figs. 5 - 7, the Accuracy, AUC, and Fscore Fscore of
each classifier show the same trend. When one of the clas-
sifier performance measurement metrics has a larger value,
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FIGURE 6. Performance comparisons of various classifiers in the German
dataset.

FIGURE 7. Performance comparisons of various classifiers in the
Japanese dataset.

TABLE 4. Prediction result of optimized base classifiers in each dataset.

the other two will also be larger and the LogLoss will be
smaller. The parameters of each base classifier are opti-
mized in accordance with Bayesian optimization algorithm
mentioned in Section 3. Take the Australian dataset for an
example: the value of parameter C for base classifier LR is
set to 7.21 and the value ofmax_iter is set to 216.51; similarly,
the value of parameter learning_rate for GBDT is set to
0.02 max_depth set to 9.96 and n_estimators set to 276.63;
the parameters alpha, beta_1, beta_2, hidden_layer_sizes,
learning_rate_init, max_iter, momentum, power_t for base
classifier MLP are 0.54, 0.87, 0.95, 50.05, 0.02, 298.45,
0.87 and 0.32, respectively; the parameter C for SVM is set
to 8.92 and gamma is to 0.006; the remaining classifier LAD
is selected with its parameter tol set to 0.001.

TABLE 5. Performance comparisons of SVM before and after
optimization.

TABLE 6. Final result of the proposed model with three datasets.

B. PREDICTION RESULTS OF OPTIMIZED BASE
CLASSIFIERS
Table 4 shows the prediction results of the base classifiers
after parameter optimization in three datasets. These pre-
diction results of optimized base classifiers are effectively
improved when compared to the original prediction results
of the former classifier. This reflects that the application of
Bayesian optimization algorithm in the proposed model is
effective.

To more intuitively understand the parameter optimiza-
tion utility, the results of SVM parameter optimization are
compared for an example. According to Table 5, it can be
found that the prediction results of the optimized SVM are
improved under each evaluation indicator. Compared to the
aforementioned benchmark results, in the Australian dataset,
the prediction result of SVM improved 1.78% on Accuracy,
0.29% on AUC, 1.58% on Fscore, and 1.58% on LogLoss; in
the German dataset, the prediction result of SVM improved
1.64% on Accuracy, 0.27% on AUC, 0.38% on Fscore, and
2.41% on LogLoss; in the Japanese dataset, the prediction
result of SVM improved 1.31% on Accuracy, 1.06% on AUC,
0.91% on Fscore, and 2.67% on LogLoss.

C. THE FINAL PREDICTION RESULTS
With two-layer MCS and weighed majority voting, the final
prediction result is worked out and listed in Table 6. Accord-
ing to the experimental results, final result of the proposed
model is superior to those of the base classifiers, which
demonstrates the importance and effectiveness of model
ensemble processes. Although themulti-stage ensemble strat-
egy increases the computational complexity to some extent
in the proposed model, the costs are acceptable compared
to the economic benefits due to the prediction performance
improvements. The cost of time and effort required by the
multi-stage ensemble strategy in the offline training stage
is large but within the acceptable range, while the cost of
time and effort in the online prediction stage is little. It costs
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TABLE 7. Comparison of performance with other credit scoring models.

less than 1 second to predict an instance in the experiment.
At present, the costs of computer hardware resources have
been reduced to some extent, and with the development of
cloud computing, the cost of time and effort in this study will
be reduced more rapidly.

In recent years, some scholars [41], [47], [50], [51] have
also proposed new models to improve the performance of
credit scoring in these datasets. In order to verify the validity
of the proposed model, the prediction results of the proposed
model are compared with these state of the art models under
the same experimental conditions, and the results are shown
in Table 7. The comparison results show that the prediction
performance of the proposed model is more robust in differ-
ent datasets, and can achieve good performance in different
datasets. This also shows the effectiveness of the proposed
model.

VIII. CONCLUSIONS AND FUTURE WORKS
In recent years, machine learning technology has made rapid
development, and ensemble learning also has been widely
studied. Some researches have shown that ensemble meth-
ods have been recognized as prevalent modeling techniques
[6], [36]. In this study, a multi-stage self-adaptive classifier
ensemble model is proposed, which combines multiple effec-
tive components and selects appropriate base classifiers for
different credit scoring data to improve the prediction perfor-
mance. In the proposed model, base classifiers can be self-
adaptively selected fromCCR according to the characteristics
of different datasets, and their parameters are optimized by
Bayesian optimization algorithm. The proposed model can
generate new features throughmulti-layer stacking and obtain
the final weight of base classifiers through the PSO algorithm.
In the experimental study, four evaluation indicators are used
to determine the reliability of proposed model on three real-
world datasets from UCI. The results show that compared to
single classifier and other ensemble classifiers, the proposed
model has better robustness and better prediction perfor-
mance. It clearly illustrates the validity and usefulness of the
proposed model.

Although the proposed model has better robustness and
prediction performance compared to other models, it still has
some deficiencies. In future works, several issues will be
considered. First, the datasets used in this study are small,
and some larger datasets will be used to verify the validity
of the proposed model. Second, heuristic algorithms will be

used for base classifier selection to make it more intelligent.
In addition, dynamic prediction of the default lender risk is
another possible further research direction.
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