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ABSTRACT The existing continuation power flow (CPF) methods, which mainly focus on regional
independent systems, are not suitable for multi-area interconnected bulk systems in the electricity market
environment. These existing CPF models cannot simulate the control behaviors of active/reactive power
exchange among subsystems, and the corresponding CPF algorithms cannot satisfy the requirements of
data sharing. This study presents a novel CPF model and its corresponding distributed algorithm for
interconnected systems in which the influence of the electricity market is considered. This CPF method has
the following unique features: 1) Regarding the bilateral power trading contracts (BPTCs) among regional
subsystems, the nonlinear constraint equations of the directional trading active power via the interface are
derived, and a multi-balancing machine strategy is introduced for realizing the active power balance of each
subsystem. 2) Based on the simulation of the constant-voltage control behavior of the pilot buses in the
regional automatic voltage control (AVC) system, the constant-voltage control behavior of the boundary
buses of the tie-lines is further simulated to realize the reactive power balance among the regional subsystems.
3) According to the characteristics of the proposed CPF model, a novel distributed CPF algorithm based
on block matrix computations is presented for realizing the decomposition and coordination calculation
of multiple regional subsystems. This distributed algorithm preserves the precision and convergence of
integrated CPF algorithms and has an advantage in terms of the calculation speed. The performance of the
proposed CPF model and distributed algorithm is demonstrated via case studies and comparative analyses.

INDEX TERMS Automatic voltage control (AVC), bilateral power trading contract (BPTC), continuation
power flow (CPF), distributed algorithm, interconnected bulk systems.

I. INTRODUCTION

The continuation power flow (CPF) method is an impor-
tant and popular tool for the static voltage stability anal-
ysis of power systems [1]-[2]. However, all studies about
CPF that have been reported in the literature mainly focus
on regional independent systems and are not applicable to
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multi-area interconnected bulk systems under the electricity
market environment.

Compared with regional independent systems, multi-
area interconnected systems under the market environment
impose special requirements on the active power exchange,
reactive power exchange and data sharing among subsystems,
which will introduce new challenges to the simulation of the
power flow state and to the static voltage stability analysis of
the interconnected systems.
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(1) Special requirement on the active power exchange

In the electricity market environment, the directional trad-
ing active power (DTAP) transmitted between interconnected
subsystems is determined according to the bilateral power
trading contracts (BPTCs), and it cannot be changed dur-
ing the contract period, even if the inner power flow of
the subsystems varies [3]. This limitation represents an
essential difference between the interconnected bulk systems
and the independent regional grids. However, this issue is
neglected in the existing literature on CPF. To simulate the
active power distribution in the interconnected power systems
accurately, the market constraint of constant active power
exchange through the transmission interface between subsys-
tems should be imposed in the CPF model.

(2) Special requirement on the reactive power exchange

Regional subsystems each have their own power-
dispatching centres, which are required for realizing regional
reactive power balance and for avoiding large amounts of
reactive power exchange among subsystems. To accurately
simulate the reactive power distribution of interconnected
systems, it is necessary to model the reactive power control
behaviour of the tie-lines in the CPF analysis.

(3) Special requirements on the distributed calculation and
the confidentiality of commercial data

Under the market environment, the basic data of regional
subsystems are of high commercial value, and commercial
confidentiality is required in principle. Hence, it is essen-
tial to develop a multi-area distributed CPF algorithm that
satisfies the requirement of basic data privacy. Furthermore,
modern interconnected power systems are of a huge scale,
with thousands of nodes. Improvement in the computational
speed of the CPF algorithm for large-scale interconnected
systems to satisfy the requirement of online static voltage
stability analysis is another important problem that must be
solved urgently.

However, the existing studies on CPF do not address
the three problems discussed above. In this paper, a novel
CPF model and its distributed algorithm are proposed for
interconnected bulk systems, in which the influence of the
electricity market is considered. First, in consideration of the
influence of BPTC among regional subsystems, the nonlinear
constraint equations of the directional trading active power
(DTAP) via the interface are derived, and a multi-balancing
machine strategy is introduced for realizing the active power
balance of each subsystem. Second, based on the simulation
of the constant-voltage control behaviour of pilot buses in
the regional automatic voltage control (AVC) system, the
constant-voltage control behaviour of the boundary buses of
the tie-lines is further simulated in the proposed CPF model
to realize reactive power balance among regional subsystems.
Finally, a novel distributed CPF algorithm that is based on
the block matrix computations is proposed for performing
the decomposition and coordination calculations of multiple
regional subsystems. The core method of this distributed
algorithm is a special partitioning method for variables and
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equations, which is suitable for the characteristics of the pro-
posed CPF model. With this partitioning method, the adjusted
Jacobi matrix of the CPF model is of bordered block-diagonal
form (BBDF), which facilitates parallel computation for solv-
ing the problems of data privacy and speed improvement
in the CPF calculation for multi-area interconnected bulk
systems. A two-area interconnected system that combines the
IEEE 39-bus test system and the IEEE 118-bus test system
was established, and many simulations and comparative anal-
yses were conducted to evaluate the performance and validity
of the proposed CPF model and the corresponding distributed
algorithm.

The remainder of this paper is organized as follows:
Section II reviews the CPF model for regional independent
systems in which the influence of the AVC system is consid-
ered. Section III describes the proposed CPF model for inter-
connected systems in which the influence of the electricity
market is considered. In Section IV, the proposed distributed
CPF algorithm, which is based on block matrix computations,
is described. A two-area interconnected system that combines
the IEEE 39-bus test system and the IEEE 118-bus test system
is used to demonstrate the proposed CPF model and the
corresponding distributed algorithm in Section V. Finally,
Section VI presents the conclusions of the paper.

Il. CPF MODEL FOR THE REGIONAL INDEPENDENT
SYSTEM UNDER THE INFLUENCE OF THE AVC SYSTEM
With the continuous improvement of automatic power-
dispatching technology, the AVC system has become a core
component of the provincial grid automatic dispatching sys-
tem. According to the control schemes of the AVC system,
each regional independent system will be divided into sev-
eral control areas, and in each control area, various buses
(namely, pilot buses) are selected to represent the overall
voltage profiles [4]. The objective of the regional AVC system
is to maintain the pilot buses at the reference voltages by
controlling the reactive power output of a set of generating
units (co-controlled generators) [5]. This control behaviour is
referred to as the constant-voltage control of pilot buses [6].

Reference [7], presents a CPF model for the independent
system in which the control characteristics of the AVC system
are considered, and this CPF model has been widely proved
effective. Compared with the conventional CPF model, this
model has the following three differences: First, the bus
types should be extended for simulating the constant-voltage
control behaviours of pilot buses. Second, the coordinated
equations of the reactive power outputs of P buses should
be introduced when the control behaviour of the reactive
power outputs of the co-controlled generators is considered.
Finally, the parameterized power flow equations should be
modified after the bus-types are extended. In addition to the
above three differences, the step-size-constrained equation is
constructed in the same way as the conventional CPF model.
The modelling process of this CPF model is illustrated as
follows:

75911



IEEE Access

C. Ding et al.: CPF Model for Interconnected Systems

(1) The bus-type extension

In this CPF model, in addition to the conventional PQ
bus, PV bus and slack bus, the PQV bus and the P bus are
introduced for simulating the constant-voltage control of pilot
buses. The PQV bus models a pilot bus where not only the
real and reactive power injection but also the magnitude of
the voltage is assigned a priori. The P bus models a bus in
which a co-controlled generator is connected. For the P bus,
only the real power injection is assigned a priori.

(2) The extended parameterized power flow equations

After the new bus types have been defined, the extended
parameterized power flow equations in which the AVC
system is considered can be expressed as

Vi Zjei Vi(Gjj cos 6 + Bjjsin ) — Pgi (1)

+ (A + 1) Paio =0, i€ Qpy, Qpg, Lpgv, 2p
Vi Zjei Vj(Gij sin Qij — Bij COS 9,']')

+ (1 +A) Qaio =0,

(D
i € Qpg, QLpgy

where X is the load growth factor; Py and Qo are the
initial active and reactive loads, respectively, at bus 7;Pg;(A)
represents the parameterized active power output of generator
bus i during load growth; and Qpgy, Q2p, Qpy and Qpg refer
to the bus groups of PQV, P, PV and PQ buses, respectively.

Typically, the total active load increment is assumed to be
distributed by generators according to the proportion of the
residual active power capacity of each unit. Then, Pg;(}) in
equation (1) can be expressed as

[
reserve

—_ APy, 1€ Qy,
Zing Pi’eserve Zjeﬂd w ¢
2

Pgi(M) = Pgip +

where Py is the initial active power output of the generator
atbus i; Pi, .., is the current residual active power capacity
of the generator at bus 7; 24 and €2, are the bus groups of load
and generator buses, respectively; and Pyj is the initial active

load at bus .

(3) The coordinated equations of the reactive power out-
puts of P buses

In the AVC system, the constant-voltage control of each
PQYV bus will be realized by controlling the reactive power
output of co-controlled generators at a set of specified P
buses. In this control relationship, each PQV bus corresponds
to one P bus (one-to-one control) or multiple P buses (many-
to-one control). If a PQV bus corresponds to multiple P buses,
the coordination equations of the reactive power outputs of
these P buses should be introduced into the CPF model.
Assume that the reactive power output of the generators con-
nected to these P buses is adjusted according to the proportion
of the residual reactive power capacity of each unit. Then,
the coordinated equations of the reactive power outputs of
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these P buses can be expressed as
Qui(0) = OF"  Qgi00) — OF"
max min ~ ,max min
Qi = Qi Qy — 9y
Qui(W) = Vi) Viu(Gim Sin O — Bin €05 Oim)
+ (1+2) Qaio

where L; refers to the group of P buses in the kth control
area; Qgi(A) and Qg;(A) are the reactive power outputs of the
ith and jth P buses in L, respectively; Q;’?" and Q;’;‘” are
the upper and lower limits of the reactive power output of
the ith P bus, respectively; and QZ’;" and Q;”j“" are the upper
and lower limits of the reactive power output of the jth P bus,
respectively.

s LjeL, i #]
3)

(4) The step-size-constrained equation

Parameterization is the key part of mathematical mod-
elling, which directly affects the stability and the robustness
of the CPF model. Choosing an appropriate parameterization
method can overcome the singularity of Jacobian matrix at
the saddle point and ensure the convergence of the CPF algo-
rithm. The conventional parameterization methods include
local [7], [8], arc-length [9], [10], and orthogonal parameter-
ization [11]. The existing studies indicate that the orthogonal
parameterization is not sensitive for some voltage instability
cases with strong local characteristics, and it may lead to the
non-convergence at the saddle point [12]. The local param-
eterization has good convergence. However, since the local
parameterization adopts horizontal correction, the number of
iterations is usually very large in the region with a small slope
(e.g. the upper part of the PV curve). Given the quadratic
characteristics of the parameterized equation and the large
calculation residual, the PV curves can converge rapidly in
the upper part of the curve, and diverging near the saddle
point is difficult when the arc-length parameterization is used.
The arc-length parameterization is selected in this study after
comprehensive comparison with other parameterized meth-
ods. Then, the corresponding step-size-constrained equation
can be expressed as

wx, A) = (x —xP") (x —xP") + (A — AP — 62 =0,

“

where x is the current state vector of all buses, which includes
the voltage amplitudes and voltage phase angles; x”™V is the
corresponding state vector at the previous operation point; A
and AP™ are the load growth factors at the current and previous
operation points, respectively; and o refers to the step size.

Generally, equations (1), (3) and (4) form the CPF model
for the regional independent system in which the influence of
the AVC system is considered.

Ill. CPF MODEL FOR INTERCONNECTED SYSTEMS UNDER
THE INFLUENCE OF THE ELECTRICITY MARKET

Based on the existing CPF model for regional independent
systems, a novel CPF model for interconnected systems in
which the influence of the electricity market is considered is
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proposed in this Section. The proposed CPF model incorpo-
rates the following two innovations: First, the market con-
straint of constant active power exchanges among subsystems
and its corresponding control behaviour are considered in the
proposed CPF model. In consideration of the influence of
BPTC among regional subsystems, the nonlinear constraint
equations of DTPA via the interface are derived, and the
multi-balancing machine strategy is introduced for realizing
the active power balance of each subsystem. Second, the con-
trol behaviour for the partitioned reactive power balance in
the multi-area interconnected systems is considered: In the
proposed CPF model, based on the simulation of the constant-
voltage control behaviour of the pilot buses, the constant-
voltage control behaviour of the boundary buses of the
tie-lines is further simulated to balance the partitioned reac-
tive power and to avoid large amounts of reactive power
exchange among subsystems.

A. NONLINEAR CONSTRAINT EQUATIONS OF DTAP VIA
THE INTERFACE AND THE MULTI-BALANCING

MACHINE STRATEGY

This paper considers a two-area interconnected system as an
example for studying the influence of the BPTC on the active
power exchanges among subsystems. A schematic diagram
of a two-area interconnected system is shown in Fig. 1.

gD\A (or) ?B

\ /)

: ) [ tie-lines ( :

¥ I\
Subsystem-A

Subsy;tem-B

FIGURE 1. Schematic diagram of a two-area interconnected system.

In Fig. 1, ¢4 denotes the boundary buses of the tie-
lines in subsystem-A, and Sfl{’ denotes the interior buses in
subsystem-A. Naturally, ¢4 and S/I(' form the bus group of
subsystem-A. Similarly, ¢p denotes the boundary buses of the
tie-lines in subsystem-B, and Sg” denotes the interior buses
in subsystem-B. Together, ¢p and Sg’ form the bus group
of subsystem-B. There is a transmission interface between
subsystem-A and subsystem-B, which contains / AC tie-lines.
As illustrated in Fig. 1, in the mathematical modelling of
this paper, all these AC tie-lines are uniformly assigned to
subsystem-B. Therefore, the common coupling bus between
subsystem-A and subsystem-B, namely, ¢r, is actually equiv-
alent to the boundary buses of the tie-lines in subsystem-A,
namely, @4.

In the electricity market, bilateral active power contracts
among regional subsystems are enforceable. The nonlin-
ear constraint equations of DTAP via the interface can be
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expressed as

/
Zij_Pref=0

& ®

P]Z.k = ijéjk — Vij(ij cos Oy + Bjk sin 0j)

where ij and Bjk are the conductance and the admittance of
AC tie-line [y, respectively; and P, is the specified DTAP
transmitted from subsystem-A to subsystem-B.

In a real power system, due to the unbalanced spatial
and temporal distributions of the load and the power sup-
ply, the active power that is transmitted via the interface
always varies with the load and power supply. When the load
varies or increases in the interconnected systems, the active
power output of the specific AGC unit in each subsystem
should be adjusted to ensure that the total active power that is
transmitted via the interface always satisfies the requirement
of equation (5). Typically, one or more generators that have
a quick regulating speed and large adjustable capacity are
selected as the AGC units. The multi-balancing machine
strategy is utilized in this study to simulate the controlling
behaviours of AGC units. The implementation is described
in detail as follows:

It is assumed that there is only one AGC unit in each
subsystem, and the remaining generators are the planning
units. Then, in each subsystem, the bus that connects to
the AGC unit is defined as the active power balance bus,
of which the voltage magnitude is specified. For example,
there are two active power balance buses in the two-area
interconnected system that is shown in Fig. 1. To guarantee
the solvability of the power flow equations, one of the active
power balance buses is selected as the voltage phase reference
bus of the interconnected system. For distinction, the voltage
phase reference bus is expressed as a Slack bus (V6 bus), and
the remaining active power balance buses are expressed as
Slack p buses (V bus). In other words, the Slack bus is set in
one subsystem, of which the voltage magnitude and angle are
specified. Simultaneously, a Slack p bus is set in every other
subsystem, of which the voltage magnitude is specified.

B. CONTROL FOR THE PARTITIONED REACTIVE POWER
BALANCE OF INTERCONNECTED SYSTEMS

Typically, there are multiple transmission tie-lines between
subsystems, and the power allocation of the tie-lines is deter-
mined by the impedance of branches and power injections.
If the load increases, the regional active power balance in each
subsystem can be guaranteed by adjusting the active power
outputs of the AGC units. However, due to the unbalanced
distributions of the load and power supply, under the con-
straint of maintaining the total active power that is transmitted
via the interface constant, the power allocation proportions
of tie-lines will change substantially. In extreme scenarios,
large overload or a severely unbalanced power distribution
in tie-lines may occur [10]. The voltage amplitude devi-
ations of the boundary buses of the tie-line may increase
continuously, which will lead to large amounts of reactive
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power transmission among regional subsystems. To satisfy
the requirement of partitioned reactive power balance in each
subsystem, an accurate simulation strategy for the constant-
voltage control of boundary buses of tie-lines is proposed in
this paper.

In terms of the mathematical modelling, the PQV bus and
P bus model of the AVC systems in Section II can be adopted
to realize the constant-voltage control of boundary buses.
According to the control schemes of the AVC system, each
subsystem will be divided into several control areas, and in
each control area, several pilot buses will be selected to rep-
resent the overall voltage profiles. In this scenario, the PQV
buses contain not only the pilot buses in each control area
but also the boundary buses of the tie-lines in each subsys-
tem. Compared with regional independent systems, the scope
of PQV buses in the multi-area interconnected systems is
expanded. Then, the partitioning result of the control areas
should be redefined.

This study focuses on accurately simulating the control
behaviour for the partitioned reactive power balance of the
multi-area interconnected systems in the CPF model; the net-
work partitioning method is not the focus or innovation of the
proposed CPF model. The partitioning result of the control
areas and the selection scheme for PQV buses and their asso-
ciated co-controlled generator buses for an actual operating
interconnected system are known in advance. Accordingly,
this relevant information should be considered in the CPF
calculation. However, the above information is incomplete for
a standard test system. In this scenario, the partitioning result
of control areas, the selection scheme for pilot buses and their
associated co-controlled generator buses can be determined
via the partitioning method in [13].

C. SUMMARY OF THE PROPOSED CPF MODEL

Equations (1)—(5) form the CPF model for interconnected
systems in which the influence of the electricity market is
considered. This model can be simply expressed as

Fx,2)=0
SCx, Pre) = 0 ©
Cx,A)=0
wx,2) =0,

where x is the state vector of the AC buses, which includes the
voltage amplitudes and voltage phase angles; F(e) represents
the parameterized power flow equations after the scope of
the PQV buses has been expanded, namely, equation (1);
S(e) represents the constraint equation of DTAP via the inter-
face, namely, equation (5); C(e) represents the coordinated
equations of the reactive power output of the P buses, namely,
equation (3); and w(e) represents the step-size-constrained
equation, namely, equation (4).

The solvability of the proposed CPF model can be demon-
strated by considering the two-area interconnected system
in Fig. 1 as an example. For two-area interconnected systems,
there is one Slack bus and one Slack p bus. The numbers of
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PQ buses, PV buses, PQV buses and P buses in the inter-
connected systems are denoted as npg, npy, npgy and np,
respectively. The following two scenarios can be analysed:

(1) When every PQV bus is in one-to-one control mode,
namely, every PQV bus corresponds to only one P bus, then
npov equals np. Therefore, in the proposed CPF model,
the number of active power flow constraint equations is
npov + np + npy + npg, the number of the reactive power
constraint equations is npgy + npg, the number of the con-
straint equations of DTAP is 1, the number of coordinated
equations of the reactive power output of the P buses is 0, and
the number of step-size-constrained equations is 1. The CPF
model has a total of 2npgy +np +npy +2npg +2 equations.
In the unknown variables of the proposed CPF model, the
number of voltage angles is npgy +np+npy +npo+1, and the
number of voltage magnitudes is npgy + npg. Furthermore,
there is a load growth factor, namely, A, in the unknown
variables. Then, the CPF model has 2npgy + np + npy +
2npg + 2 variables. The number of equations is the same as
the number of unknown variables, and the CPF model has a
unique solution.

(2) When at least one PQV bus is operating in many-to-
one control mode, namely, there are multiple co-generators
that maintain constant the voltage amplitude of a same PQV
bus, the following analysis can be performed: Assuming that
a PQV bus corresponds to m,, P buses, then m, — 1 reactive
power constraint equations, C (e), and m, — 1 unknown vari-
ables (voltage magnitudes) are added into the proposed CPF
model. Therefore, the number of equations is the same as the
number of unknown variables and the CPF model still has a
unique solution.

During the load growth, when the voltage magni-
tudes or reactive power outputs of the P buses exceed the
limits, the method in [5], [7] can be used to resolve these
violation problems. The process is described in detail as
follows:

(1) Exceeding the limits of the voltage magnitudes of
P buses

If a P bus whose voltage magnitude exceeds the upper limit,
namely, Vi, (lower limit V,,;,), and its corresponding PQV
bus are in one-to-one control mode, then this P bus will be
converted to a PV bus, and its voltage magnitude will be set
t0 Vinax (Vinin)- At the same time, the corresponding PQV bus
will be converted to a PQ bus.

If a P bus whose voltage magnitude exceeds the upper
limit, namely, V., (lower limit V,,;,,), and its corresponding
PQV bus are in many-to-one control mode, namely, this P
bus and several other P buses jointly maintain constant the
voltage magnitude of the corresponding PQV bus, then this
P bus will be converted to a PV bus. The voltage magnitude
of this PV bus will be set to V4 (Vinin), and the bus types
of the corresponding PQV bus and the other P buses in
this control relationship will remain unchanged. As the load
continues to increase, when all P buses in this many-to-one
control relationship have exceeded the limits of the voltage
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magnitudes and have been converted to PV buses, then the
corresponding PQV bus will be converted to a PQ bus.

(2) Exceeding the limits of the reactive power output of
P buses

If a P bus whose reactive power output exceeds the upper
limit, namely, Q,qr (lower limit Q,,in), and its corresponding
PQYV bus are in one-to-one control mode, then this P bus will
be converted to a PQ bus and its reactive power injection will
be set as Opax (Omin)- At the same time, the corresponding
PQYV bus will be converted to a PQ bus.

If a P bus whose reactive power output exceeds the upper
limit, namely, Q,,qr (lower limit Q,,i,), and its corresponding
PQV bus are in many-to-one control mode, the conversion
process for the bus types differs from that described above.
Because coordinated control for the reactive power output of
the P buses has been adopted in the proposed CPF model,
when the reactive power output of a P bus exceeds the upper
limit (lower limit), the reactive outputs of all the other P buses
in this many-to-one control relationship will also exceed the
upper limit (lower limit) simultaneously. Therefore, all the
P buses in this control relationship will be converted to PQ
buses, and their reactive power injections will be set to the
corresponding limit values. After all the P buses have been
converted, the PQV bus will also be converted to a PQ bus.

IV. DISTRIBUTED CPF ALGORITHM BASED

ON BLOCK MATRIX COMPUTATIONS

The existing distributed CPF algorithms for interconnected
systems have various shortcomings. A distributed CPF algo-
rithm that is based on the repeat power flow method is pro-
posed in [14]. In this algorithm, the distributed computing
process is only embodied in the solution of conventional
power flow equations, and it cannot overcome the oscillation
problem of the critical point in the repeated power method.
Reference [15] presents a distributed CPF algorithm that is
based on radial equivalent independent (REI)-type equiva-
lents for multi-area power systems. This algorithm assumes
that the interconnected systems can be divided into weak
areas and non-weak areas of static voltage stability and that
the ranges of these areas are known in advance. In the calcula-
tion flow, the REI equivalent networks of the non-weak areas
are constructed. Then, the prediction-correction calculation is
carried out by combining these equivalent networks with the
weak areas to determine the load growth factor of the weak
areas at the next operation point. Finally, the calculated load
growth factor of the weak areas is directly used to modify
the load level of the non-weak areas and update the load
flow results. Via this approach, the distributed CPF is iter-
ated repeatedly until the convergence condition is satisfied.
However, this algorithm has the following shortcomings: The
iterative value of the load growth factor in the weak areas is
likely to be too large because its iterative calculation relies on
the assumption that the REI-type equivalents remain approx-
imately unchanged over a period of time, which may lead to
non-convergence of the power flow near the critical point.
Hence, a correction measure that halves the increment of the
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load growth factor in the case of non-convergence is also
proposed in the above algorithm. Nevertheless, this correction
measure is similar to the repeated power flow method, and it
still cannot overcome the oscillation problem at the critical
point.

For solving the non-convergence problem at the critical
point of the existing distributed CPF algorithm, a novel
distributed CPF algorithm that is based on block matrix
computations is proposed for performing the decomposition
and coordination calculations for multiple regional subsys-
tems. The core component of this distributed algorithm is
a special partitioning method for variables and equations
that is suitable for the characteristics of the proposed CPF
model. With this partitioning method, the adjusted Jacobi
matrix of the CPF model is of bordered block-diagonal
form (BBDF), which facilitates parallel computation for solv-
ing the problems of data privacy and speed improvement
in the CPF calculation for multi-area interconnected bulk
systems.

This paper will consider as an example the two-area inter-
connected system in Fig. 1 to demonstrate the calculation
process of the proposed distributed algorithm, which can be
easily extended to multi-area interconnected systems.

A. PARTITIONING METHOD FOR VARIABLES AND
EQUATIONS IN THE PROPOSED CPF MODEL
The principles of the partitioning method that is used to
partition the equations and variables should be discussed.
Typically, the equations and variables in the power flow
model can be partitioned directly via the partitioning of
buses because regardless of whether it corresponds to a PQ,
PV or Slack bus, the voltage vector is strongly related to its
own power flow constraint equations. Except for the bound-
ary buses that are related to two subsystems, each bus is
only related to its own subsystem. Therefore, the boundary
buses can be used as the coupling buses and the other buses
as regional independent buses when the conventional power
flow model is solved via the block computation method
[16]-[19]. However, this partitioning method is not suitable
for the proposed CPF model because the proposed CPF model
differs from the conventional power flow model. The crucial
differences are summarized as follows: First, in consideration
of the bus types, the proposed CPF model not only contains
the traditional PQ, PV and Slack buses but also the PQYV,
P and Slack p buses. Second, in addition to the power flow
constraint equations, the proposed CPF model contains the
constraint equation of DTAP via the interface, coordinated
equations of the reactive power output of the P buses and
a step-size-constrained equation. Finally, in terms of the
unknown variables, the proposed CPF model contains not
only the voltage magnitudes and angles of the buses but also
the public load growth factor A of the interconnected systems.
According to the above characteristics of the proposed CPF
model and the two-area interconnected power system that is
illustrated in Fig. 1, the following partitioning strategies for
equations and variables are developed in this paper:
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1) As illustrated in Fig. 1, the two-area interconnected
system is divided into subsystem-A and subsystem-B.
All AC tie-lines are uniformly assigned to the sub-
system where the Slack p is located, for example,
the subsystem-B in Fig. 1. Recall that the common
coupling bus between subsystem-A and subsystem-B,
namely, ¢r, is equivalent to the boundary buses of
the tie-lines in subsystem-A, namely, ¢4. Therefore,
according to the proposed CPF model, as one of the
boundary buses of the tie-lines, the common coupling
bus, namely, ¢, is also a PQV bus.

2) For PQ and PV buses, the power flow constraint
equations and their voltage variables (magnitudes and
angles) are assigned to the subsystems where these
buses are located.

3) For the PQV buses (excluding ¢7) and their associated
P buses, the power flow constraint equations, the coor-
dinated equations of the reactive power output of these
P buses and their voltage variables are assigned to the
subsystems where these buses are located.

4) For ¢r and its associated P buses, the power flow con-
straint equations of @7 and the coordinated equations of
the reactive power output of these P buses are assigned
to the coupling equations, and the voltage angle of
o1 and the voltage magnitudes of these P buses are
assigned to the unknown coupling variables. The active
power constraint equations and the voltage angles of
these P buses are still assigned to the subsystems where
they are located.

5) For the Slack p bus, because all AC tie-lines
between subsystems have been uniformly divided into
subsystem-B, the constraint equation of DTAP via the
interface and the voltage angle of the Slack p bus are
assigned to subsystem-B.

6) The load growth factor, namely, A, is related to all sub-
systems. Therefore, A is assigned to the unknown cou-
pling variables, and the step-size-constrained equation
is assigned to the coupling equations.

Based on the above strategies, the partitioning schemes for
the variables and equations of the proposed CPF model can
be described in detail as follows:

(1) The partitioning scheme for subsystem-A

The variables and equations of subsystem-A are divided
into two parts:

Part-I corresponds to the variables and equations that are
associated with the interior buses of subsystem-A. This part
includes the following:

@ the voltage magnitudes and angles of the PQ buses in
subsystem-A and their active and reactive power constraint
equations;

@ the voltage angles and the active power constraint equa-
tions of the PV buses in subsystem-A;

® the voltage angles of the PQV buses (excluding ¢r) in
subsystem-A and their active and reactive power constraint
equations; and
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@ the voltage magnitudes and angles of the P buses that
are associated with the PQV buses (excluding ¢7), the active
power constraint equations of these P buses and the coor-
dinated equations of the reactive power output of these
P buses.

Part-II corresponds to the variables and equations that
are associated with the common coupling bus ¢7. This part
includes the voltage angles of the P buses that are associated
with g7 and the active power constraint equations of these P
buses.

(2) The partitioning scheme for subsystem-B

The variables and equations of subsystem-B are also
divided into two parts. The first part corresponds to the vari-
ables and equations that are associated with the interior buses
of subsystem-B. The composition of this part is the same as
that of Part-1 of subsystem-A. The second part corresponds
to the variables and equations that are related to the tie-
lines, which includes the constraint equation of DTAP via the
interface and the voltage angle of the Slack p bus.

(3) The partitioning scheme for the coupling zone

The variables and equations of the coupling zone include
the following:

® the voltage angles and the power constraint equa-
tions of ¢r;

@ the voltage magnitudes of the P buses that are associated
with ¢7 and the coordinated equations of the reactive power
output of these P buses; and

® the load growth factor, namely, X, and the step-size-
constrained equation.

Combined with the above partitioning scheme, the pro-
posed CPF model, namely, equation (6), can be expressed as
the following block structure:

yA (XA,xT) =0
yp(xg,x7) =0 @)
yr (xa,xp,x7) =0,

where y,, yp and yr represent the equations of subsystem-
A, subsystem-B and the coupling zone, respectively, and x4,
xp and x7 represent the unknown variables of subsystem-A,
subsystem-B and the coupling zone, respectively.

The unknown partitioning variables, namely, x4, xp and
x7, can be expressed in sequence as

xp = [64, Val
xp = [0, VB] (8)
xr = [0r, VF, Al

where 64 and V4 refer to unknown voltage angles and mag-
nitudes, respectively, in subsystem-A; 6p and Vp refer to
unknown voltage angles and magnitudes, respectively, in
subsystem-B; O refers to the voltage angle of ¢7; V;Dp refers
to the voltage magnitudes of the P buses that are associated
with ¢7; and A refers to the load growth factor.
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Similarly, the partitioning equations, namely, y,, ¥p
and yr, can be expressed in sequence as

Yo ={Fa(xa,x7); Cs (x4, x7)}
yg = {Fp (xp,x7); Cp (xB,XT); S (XB,X7)}
yr ={Fr (xa,xp,x7); Cr (XA, XB, XT) ; W (XA, XB, XT)},

C))

where F4(e), Fp(e) and Fr(e) refer to the active and reactive
power constraint equations in subsystem-A, subsystem-B and
the coupling zone, respectively; C4(e), Cp(e) and Cr(e) refer
to the coordinated equations of the reactive power output
of the P buses in subsystem-A, subsystem-B and the cou-
pling zone, respectively; and S(e) and w(e) are as defined in
equation (6).

B. BLOCK CALCULATION FOR THE PREDICTION STEP

The conventional CPF process consists of four basic steps:
parameterization, prediction, correction, and step-length con-
trol [20]. The calculation is dominated by the prediction step
and the correction step.

Once a basic solution has been identified (for A = 0),
the next solution can be predicted by taking an appropriately
sized step in a direction tangent to the solution path. By apply-
ing the tangent method [21] to the CPF model for multi-
area interconnected systems in the block structure, namely,
equation (7), the prediction equation can be expressed as

Jaa 0 Jar dxa 0
0 JBB JBT de =10 (10)
Jra  Jrs Jrr | | dxr e

where ¢ = [0, ..., 0, il]T and the length of e is equal to
the number of equations in y7; [dxa, dxp, dxr] is the tangent
vector of unknown variables; and J represents the matrix of
the partial derivatives.

The matrix of the partial derivatives, namely, J, can be
expressed as

Ay
Ji=2i i=AB

3.3,’
7 =-2L i=AB

T (11)
Jii=—~, i=AB

8xi

_ o

axT

The coefficient matrix of equation (10) is of bordered block-
diagonal form (BBDF) [18], [22], and all diagonal subma-
trices of it are invertible square matrices. Via the strictly
equivalent linear transformation, the prediction equation (10)
can be transformed to the following decoupling equations:

(=D, pIndi i +Imder =e (12)
dx; = —J; \Jgdxr, i=A,B (13)

By calculating equations (12) and (13) in turn, the tangent
vector [dx4, dxp, dxT] can be obtained. Then, the prediction
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will be computed as

| =A,B
: (14)

xi= x?”_l + odx;,
x5 = x’T"f1 + odxr,

where superscript * denotes the predicted solution at the
present operation point, superscript m — 1 denotes the cor-
rected solution at the previous operation point, and o is a
scalar value that is used to adjust the step size.

The data that are required for calculating the coefficient
submatrices in equations (12) and (13) are discussed below
to ensure parallel computations. According to the detailed
expressions of the proposed CPF model, for the ith subsystem
(i = A, B), only the local information (model data and
variable state data) is needed for calculating partial deriva-
tives Ji;, Jir and J7;. Therefore, these partial derivatives
can be calculated independently by the regional server of
each subsystem. Submatrix Jrr is related to all subsystems,
however, the calculation of its elements is regionally inde-
pendent. When calculating the elements that correspond to
the coupling buses and their associated P buses in the ith
subsystem (i = A, B), only the local information of the ith
subsystem and the state data of the coupling variables are
needed. Hence, each subsystem can independently calculate
submatrix J;f} (i = A, B) with the same dimension and
upload it to the central coordinated server. Then, the central
server can directly calculate Jrr via the following equation:

0)
Jrr = Z,-zA,BJTlT' (15)

The block calculation flow for the prediction step is sum-
marized as follows:

P-Step 1: The central coordinated server sends the
impedance parameters of the tie-lines and the current state
values of the coupling variables xT to each regional server.

P-Step 2: Based on the regional model data, the regional
state data and the current values of xr, the regional
server calculates coefficient matrices JT,-Jl.l._lJiT and J;’r}
(i = A, B). Then, these coefficient matrices will be sent to
the central coordinated server.

P-Step 3: In combination with the coefficient matrices that
are uploaded by the regional servers, the central coordinated
server will calculate J7r via equation (15) and calculate dxr
via equation (12). After the calculations have been completed,
dxt will be sent to the regional servers.

P-Step 4: According to dxr, each regional server calculates
dx; (i = A, B) independently via equation (13).

P-Step 5: Based on equation (14), the central server cal-
culates the predicted solution of coupling variables x7. iter-
atively and saves it, while each regional server calculates
the predicted solution of regional variables x} (i = A, B)
independently and saves it.

C. BLOCK CALCULATION FOR THE CORRECTION STEP

The predicted solutions, namely, x?‘ and x’;, will be regarded
as the initial values of the proposed CPF model in the
block structure. The Newton-Raphson algorithm is used for
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iterative calculation until convergence. The Taylor series is
used to express equation (7) and the second- and higher-order
terms are neglected. The corresponding correction equation
can be expressed as

Jaa 0 Jar | | Axa Ayy
0 Jpg Jpr||Axp|=—|Ayp (16)
Jra  Jms Jrr| | Axr Ayr

where Ax; (i = A, B) and Ax7y are the deviations of the vari-
ables of the ith subsystem and the coupling zone, respectively,
and Ay; (i = A, B) and Ay are the unbalanced quantities
of the equations of the ith subsystem and the coupling zone,
respectively. The meanings of partial derivatives Jj;, Jit, Jri
and Jrr (i = A, B) are the same as those in equation (10).
The correction equation (16) has the same BBDF structure as
the prediction equation (10) because the coefficient matrices
of these two equations are identical.

Via the strictly equivalent linear transformation, the cor-
rection equation (16) can be transformed to

(= Y I i 4+ Jrr)Axr=—Ayp+ Y Jnd; ' Ay;
i=A,B i=A,B
a7
Ax; = —J; Jir Axr —J7 Ay, i=AB (18)
The data that are required for calculating the coeffi-
cient submatrices in equations (17) and (18) are discussed
below to ensure parallel computations. Referring to the
analysis above, the partial derivatives Jj;, Jir, Jri, and Jrr
(i = A, B) and the unbalanced quantities Ay; (i = A,
B) can be calculated independently by the regional servers
with the local information. Similar to the calculation of Jrr,
the unbalanced quantity of the coupling equations, namely,
Ayr, is related to all subsystems; however, the calcula-
tion of its elements is regionally independent. Therefore,
each subsystem can independently calculate submatrix Ay(T')
(i = A, B) with the same dimension and upload it to the cen-
tral coordinated server. Then, the central server can directly
calculate Ay via the following equation:

Ayr=3 A (19)

The block calculation flow for the correction step is
summarized as follows:

C-Step 1: Each server accepts the predicted solutions x
(i = A, B) and x7} and regards them as the initial values of
the correction calculation.

C-Step 2: The central coordinated server sends the cur-
rent values of the coupling variables xT to every regional
server. Based on the regional model data, the state data and the
current value of xt, the regional server calculates coefficient
matrices JTiJitTIJiT, JTiJitTIAyi, J7(f% and Ay(Tl). Then, these
matrices will be sent to the central coordinated server.

C-Step 3: Combined with the coefficient matrices that were
uploaded by the regional servers, the central coordinated
server will calculate J7r and Ay viaequations (15) and (19),
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respectively, and calculate the iterative quantity of the cou-
pling variables, namely, Axr, via equation (17). After the
calculation has been completed, Ax7 will be sent to the
regional servers.

C-Step 4: Each regional server accepts Axrt and calculates
Ax; (i = A, B) independently via equation (18).

C-Step 5: The central coordinated server updates the cou-
pling variables x7 with the iterative quantity Axr, and
each regional server updates the variables of each subsys-
tem x; with Ax;. After all the variables have been updated,
the regional servers and the central coordinated server will
calculate the unbalanced quantities of the equations of each
subsystem and the coupling zone, namely, Ay; and Ayr,
respectively.

C-Step 6: The calculation convergence criterion for the cor-
rection step is evaluated. If max(“ Ayy } , | Ayp } , | Ayr ||) <
107°, then the present correction step has converged, the cur-
rent values of variables x; (i = A, B) and x7 are saved as
the corrected solution, and the CPF calculation proceeds to
the next prediction step. If the convergence criterion of the
correction step is not satisfied, then the algorithm returns to
C-Step 2.

D. STEP CONTROL AND THE CONVERGENCE CRITERION
Non-saddle point failure is the other type of the computa-
tion failures in CPF calculation. Choosing an appropriate
variable-step-size algorithm can avoid the phenomenon of
divergence at non-saddle point [12]. The variable-step-size
algorithm in [23] is widely used to overcome the non-saddle
point failure. Since this algorithm is well documented in the
literature, it will not be detailed here.

The variable-step-size algorithm in [23] is adopted in
this paper, and the convergence criterion of the proposed
distributed CPF algorithm is

A < ! (20)

where A" and A~! refer to the load growth factors that are
calculated at the current operation point and the previous
operation point, respectively.

E. CPF CALCULATION FLOW
See Fig. 2.

F. DISCUSSION OF THE COMPUTATIONAL ACCURACY,
CALCULATION SPEED, COMMUNICATION TRAFFIC
AND COMMERCIAL CONFIDENTIALITY
The proposed distributed CPF algorithm, which is based on
block matrix computations, has similarities in the prediction
step and the correction step. In this part, the correction step is
considered as an example to identify the characteristics of the
proposed algorithm in terms of the computational accuracy,
calculation speed, communication traffic and commercial
confidentiality.

According to comprehensive observations of the block cal-
culation flow of the correction step, the distributed algorithm
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FIGURE 2. Calculation flow of the proposed distributed CPF algorithm.

that is proposed in this paper is equivalent to transforming
the centralized calculation of equation (16) into the serial
block calculation of equations (17) and (18) and the regional
parallel block calculation of equation (18). Because there is
no approximation in this equivalent transformation, the pro-
posed distributed algorithm has very high computational
accuracy.

Compared with the original centralized coefficient matrix
in equation (16), the sizes of the partitioning matrices in
equations (17) and (18) are greatly reduced. In addition,
iterative computation is not necessary in the serial block cal-
culation or the parallel block calculation. Therefore, the pro-
posed distributed CPF algorithm has an advantage in terms
of the calculation speed according to a comparison with the
integrated algorithms.

Regarding the communication traffic, the coupling vari-
ables of the proposed distributed algorithm are only the volt-
age angles of the boundary buses, the load growth factor A,
and the voltage magnitudes of the P buses that are associated
with the boundary buses. The number of coupling variables
is very small; it typically ranges from a few to a dozen.
Therefore, the proposed distributed algorithm encounters no
difficulties regarding the information communication among
subsystems.

Finally, throughout the entire calculation process, only a
small amount of data needs to be transferred between the
central coordinated server and the regional servers, and no
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commercial data need to be transferred among the regional
servers. Hence, the proposed algorithm can also satisfy the
commercial confidentiality requirements for the internal data
of regional power grid companies.

V. CASE STUDIES

The results of case studies and a comparative analysis on
a two-area interconnected system that combines the IEEE
39-bus test system and the IEEE 118-bus test system demon-
strate the high performance of the proposed CPF model and
the corresponding distributed method.

A. TEST DATA AND SIMULATION SCHEMES

Figure 3 shows a single-line diagram of the two-area inter-
connected system. The entire test system is divided into two
subsystems, namely, subsystem-A and subsystem-B. Based
on the original case data, two AC tie-lines (A9—B9 and
A22-B81) are added as the transmission interface between
the subsystems. The following BPTC is assumed: An active
power of 400 MW must be transferred from subsystem-B to
subsystem-A directionally via the transmission interface. The
impedance information of the AC tie-lines is listed in Table 1.

TABLE 1. Impedance information of ac tie-lines.

. Resistance Reactance Susceptance
Line
(p.u.) (p.u.) (p.u.)
L1 (A9-B9) 0.0057 0.0625 1.0290
L2 (A22-B81) 0.0057 0.0625 1.0290

As shown in Fig. 3, to simulate the control effect of the
AVC system, subsystem-A and subsystem-B are each divided
into three electrical control areas. The relationships between
the PQV buses and their associated P buses in each control
area are presented in Table 2.

TABLE 2. Relationships between pqv buses and p buses.

Subsystem Control Area o8 ov o,
AVC Al bus-A26 bus'ﬁ 2’_2}‘%’“1
Subsystem-A |  AVC A2 ]:’;S_flgz Eﬁz:féz
AVEAS s T hus AT bueAts
Ce— =
e Ty e —
AVC B3 bus-B96 bus-B100

To facilitate the analysis of the influences of BPTC in the
electricity market and the constant-voltage control behaviour
of the boundary buses of the tie-lines on the voltage stability
margin (VSM) and to identify the calculation characteristics
of the proposed distributed algorithm, the following schemes
are simulated:

Scheme M1: The proposed CPF model and its distributed
algorithm are adopted. The nonlinear constraint equation of
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FIGURE 3. Two-area interconnected system that combines the IEEE 39-bus test system and the

IEEE 118-bus test system.

DTAP that is derived from BPTC is considered. The constant-
voltage control behaviour of the boundary buses of the tie-
lines is further simulated to realize the reactive power balance
among the regional subsystems. In the end, the algorithm is
developed and implemented in MATLAB.

Scheme M2: This scheme is identical to scheme M1 except
it does not simulate the constant-voltage control behaviour of
the boundary buses of tie-lines.

Scheme M3: This scheme is identical to scheme M1 except
it does not adopt the distributed algorithm. Instead, the pro-
posed CPF model is solved via a typical integrated
algorithm [21].

Scheme M4: All subsystems are simulated independently
while ignoring BPTC. The tie-lines are assumed to be equiv-
alent to the constant loads at the boundary buses of the sub-
systems, and the equivalent loads can be calculated from the
initial power flow. The CPF model for regional independent
systems that is presented in Section II is adopted.

B. INFLUENCE OF BPTC ON VSM

The influence of BPTC on the VSM in the CPF calculation
can be observed by comparing simulation schemes M2 and
M4. The only difference between schemes M2 and M4 is
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that the nonlinear constraint equation of DTAP that is derived
from BPTC is considered in scheme M2. In the CPF, the
critical load growth factor A4y, Which refers to the ratio of
the maximum additional load increment to the initial load,
is commonly used to characterize the VSM. The calculated
VSMs under schemes M2 and M4 are listed in Table 3.

TABLE 3. VSMs under schemes M2 and M4.

Scheme VSM (A00)
M2 0.3204
M4 0.7797 (subsystem-A)

0.8360 (subsystem-B)

As listed in Table 3, the VSM under scheme M2 is
0.3204, whereas the VSMs under scheme M4 are 0.7797
(subsystem-A) and 0.8360 (subsystem-B). The VSMs of
M4 are more than twice as large as that of M2. Hence,
the VSM result will deviate greatly from the real value when
the CPF model that is based on the PQ equivalent method is
applied.

Fig. 4 shows the curves of the transmission power in
AC tie-lines L1 and L2 under scheme M2. L1 refers to
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FIGURE 4. Curves of the transmission power in tie-lines under
scheme M2.

line A9-B9, whereas L2 refers to line A22-B81. If the power
value is positive, then the power direction is from bus
B9 to bus A9 or from bus B81 to bus A22. As shown
in Fig. 4, as the load increases, the active power trans-
mitted in L1 increases from 239.57 MW to 323.32 MW,
and the reactive power transmitted in L1 initially decreases
from 25.75 MVar to 21.46 MVar and subsequently gradu-
ally increases to 88.52 MVar. The active power transmitted
in L2 decreases from 160.43 MW to 76.68 MW, and the
reactive power transmitted increases from —28.16 MVar to
7.74 MVar. With the introduction of BPTC, when the load
increases, the active power allocation proportion and reactive
power transmitted in tie-lines will undergo a dramatic change.
Thus, the VSM under scheme M2 differs from that under
scheme M4.

C. INFLUENCE OF THE CONSTANT-VOLTAGE CONTROL
BEHAVIOUR OF BOUNDARY BUSES ON VSM

The influence of the constant-voltage control behaviour of the
boundary buses of tie-lines on the VSM can be demonstrated
by comparing schemes M1 and M2. The VSMs that are calcu-
lated under schemes M1 and M2 are listed in Table 4 below.
The VSM of scheme M1 is 0.3846, whereas that of scheme
M2 is 0.3204; the former is 1.20 times the latter. This dif-
ference shows that whether the constant-voltage control of
boundary buses is considered or not has a substantial influ-
ence on the VSM of the interconnected systems.

TABLE 4. VSMs under schemes M1 and M2.

Scheme VSM (A00)
Ml 0.3846
M2 0.3204

Fig. 5 shows the curves of the reactive power transmit-
ted in the tie-lines under schemes M1 and M2. As shown
in Fig. 5, for scheme MI, the reactive power transmitted
in L1 decreases from 9.41 MVar to —14.62 MVar and that
transmitted in L2 increases from —2.91 MVar to 11.43 M Var.
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FIGURE 5. Curves of the transmission reactive power in tie-lines under
schemes M1 and M2.

The maximum fluctuations of the reactive power transmitted
in L1 and L2 are 24.03 MVar and 14.34 M Var, respectively.
Similarly, for scheme M2, the reactive power transmitted
in L1 initially decreases from 25.75 MVar to 21.46 MVar
and subsequently, rapidly increases to 88.82 MVar, while
the reactive power transmitted in L2 increases from
—28.16 MVar to 7.74 MVar. The maximum fluctuations of
the reactive power transmitted in L1 and L2 under scheme
M2 are 67.36 MVar and 35.9 MVar, respectively. According
to the simulation comparison, ignoring the constant-voltage
control of the boundary buses of tie-lines (in M2) may lead
to many reactive power exchanges among subsystems in the
process of load growth. In contrast, considering the constant-
voltage control of boundary buses (in M 1) can not only ensure
the reactive power balance among the regional subsystems
but also improve the VSM of the interconnected systems
substantially.

=——hus-A9 =——bus-A22

bus-B9 =—=bus-B81
1.06
1.05

104 Fo—— \
1.03

102 | \
101 F —
1.00
099 |
098 |
097 |
0.96 . . . '
0.00 0.10 0.20 0.30 0.40

Load growth factor 2

Vm (p. u.)

FIGURE 6. V-1 curves of the boundary buses of tie-lines under M2.

Fig. 6 shows the V-1 curves of the boundary buses
of tie-lines under scheme M2. The voltage magnitudes of
the boundary buses decrease substantially, especially those
of bus-A9 and bus-A22. The fluctuations in the voltage
magnitudes of boundary buses may cause the voltage mag-
nitude difference between the terminals of the tie-line to
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FIGURE 7. (a) Curves of the voltage magnitude differences between both
terminals of tie-lines under M2. (b) Curves of the transmission active
power in tie-lines under M2.

fluctuate substantially; then, large amounts of reactive power
would be transmitted between subsystems.

The curves of the voltage magnitude differences between
the terminals of tie-lines and the curves of the transmis-
sion active power in tie-lines under scheme M2 are shown
in Fig. 7. According to Fig. 7, the voltage magnitude differ-
ence between the terminals of tie-line L1 initially decreases
from 0.0054 p.u. to zero and subsequently increases to
—0.0562 p.u. Correspondingly, the active power transmitted
in L1 initially decreases from 25.75 MVar to 21.46 MVar
and subsequently increases to 88.52 MVar. The amount of
reactive power transmitted in tie-lines is strongly correlated
with the voltage magnitude difference between the terminals
of tie-lines. Therefore, by considering the constant-voltage
control of boundary buses, it is possible to avoid many of the
reactive power exchanges among subsystems.

Table 5 lists the detailed exit information of the AVC con-
trol strategies under schemes M1 and M2. In Table 5, the exit
point refers to the load growth factor when the exit operation
of the AVC control strategy occurs; exit-PQV bus Qfg‘é’v
and exit-P bus Q;f‘” refer to the PQV bus and its associated
P bus (or P buses), respectively, in the exit AVC strategy.
According to the simulation results in Table 5, compared
with scheme M1, the AVC control strategies will exit earlier
under scheme M2 because the reactive power outputs of the
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TABLE 5. Exit information of avc control strategies under
schemes M1 and M2.

Scheme  Exit Point Exit-PQV Bus Q55 Exit-P Bus Q5"
2=0.0597 bus-B96 bus-B100
M1 4=0.1133 bus-A12 bus-A32
1=0.3542 bus-Al6 bus-A33, bus-A34
2=0.0189 bus-B96 bus-B100
M2 2=0.0871 bus-A12 bus-A32
1=0.2808 bus-Al6 bus-A33, bus-A34

corresponding P buses will reach the upper limit earlier in the
process of load growth. The exit operations of AVC control
strategies will further weaken the voltage supporting ability
of the interconnected systems. Therefore, from the simulation
results in Table 5, the following conclusion can be drawn from
another perspective: whether the constant-voltage control of
the boundary buses of tie-lines is considered or not has a sub-
stantial influence on the VSM of the interconnected systems.

D. CALCULATION CHARACTERISTICS OF THE PROPOSED
DISTRIBUTED CPF ALGORITHM

The characteristics of the proposed distributed CPF algo-
rithm in terms of computational accuracy, calculation speed,
communication traffic and commercial confidentiality can
be evaluated by comparing schemes M1 and M3. The only
difference between schemes M1 and M3 is that scheme M1
adopts the distributed CPF algorithm that is proposed in this
paper, while scheme M3 adopts the integrated CPF algorithm
from reference [21]. The simulation results under schemes
M1 and M3 are compared in Table 6.

TABLE 6. Comparison of the simulation results under
schemes M1 and M3.

Ml M3

VSM 0.3846 0.3846

Total Calculation Time (seconds) 2.5494 3.1842
Steps of Prediction-Correction 232 232
Dimensions of the Coefficient Matrices 65/184/6 255
Calculation Time of the Linear Equations 2574 858

First, the computational accuracy of the proposed dis-
tributed algorithm is analysed. According to the simulation
results in Table 6, the calculated VSM and the number of
prediction-correction steps that are required for increasing the
initial load to the maximum load are the same under schemes
M1 and M3. These results demonstrate that the proposed
distributed CPF algorithm realizes very high computational
accuracy and is highly consistent with the integrated algo-
rithms in terms of not only the ultimate result but also the
intermediate process. Theoretically, the proposed distributed
algorithm is based on the strictly equivalent linear transfor-
mation; therefore, its calculation accuracy is equal to that of
the integrated calculation.

Second, the calculation speeds of the proposed distributed
algorithm and the integrated algorithm are compared and
discussed. The total calculation times of the proposed dis-
tributed CPF algorithm and the integrated algorithm are
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2.5494 and 3.1842 seconds, respectively. Therefore, the cal-
culation speed is improved by nearly 20% with the proposed
distributed algorithm. Both the prediction equation and the
correction equation are linear equations whose computational
dimensions can be represented by the dimensions of their
coefficient matrices. Under scheme M2, the dimension of the
integrated coefficient matrix is 255. In contrast, under scheme
M1, the dimensions of the coefficient submatrices that corre-
spond to subsystem-A, subsystem-B and the coupling zone
are 65, 184 and 6, respectively. Therefore, the proposed
distributed algorithm can decompose the process of solv-
ing the integrated linear equation into processes of solving
three linear equations with smaller dimensions. According to
Table 6, although the calculation times of the linear equations
under scheme M1 are three times those under scheme M2,
the total calculation time under scheme M1 is substantially
less than that under scheme M2. Therefore, the reduction
in the number of computational dimensions will substan-
tially reduce the computational quantities. Moreover, in the
proposed CPF algorithm, the decomposition-coordination
method is adopted, and the related equations of each sub-
system can be solved simultaneously and independently in
a parallel manner. This will further increase the calculation
speed. Compared with the integrated algorithm, the proposed
distributed algorithm has an advantage in terms of the calcu-
lation speed, and this advantage will strengthen as the number
of subsystems increases.

Finally, the characteristics of the proposed distributed algo-
rithm in terms of the communication traffic and commercial
confidentiality are discussed as follows:

(1) In each iteration, the regional server of each subsystem
sends two square matrices and two vectors to the central
coordinated server, the central sever send two vectors back
to the regional servers, and no data need to be transferred
among regional servers. This characteristic is unrelated to the
scenarios of cases; it is universal.

(2) All the dimensions of the matrices and vectors that
are transferred among servers are equal to the number of
coupling variables. When the proposed distributed algorithm
is adopted, the number of coupling variables is small; it
typically ranges from a few to a dozen. For example, in this
simulation case, the number of coupling variables is only 6;
hence, the dimensions of the matrices and vectors that are
transferred among servers are also only 6. Therefore, the pro-
posed algorithm does not encounter difficulties in interactive
communication.

(3) Because no commercial data are transferred among
subsystems, the proposed distributed algorithm can also sat-
isfy the requirements of commercial confidentiality for the
internal data of regional power grid companies.

VI. CONCLUSIONS

This study proposes a novel CPF model and its corresponding
distributed algorithm for interconnected systems under the
influence of the electricity market. The proposed distributed
CPF algorithm does not encounter difficulties with interactive
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communication, and it can satisfy the commercial confiden-
tiality requirements for internal data of regional power grid
companies. The results of case studies and a comparative
analysis on a two-area interconnected system, which com-
bines the IEEE 39-bus test system and the IEEE 118-bus test
system, demonstrate the high performance of the proposed
CPF model and the corresponding distributed algorithm. The
following conclusions are drawn:

1) BPTC has a substantial influence on the CPF calcula-
tion for interconnected systems. Ignoring this influence
will cause the calculated VSM to deviate far from
reality. The derived nonlinear constraint equations of
DTAP and the multi-balancing machine strategy have
been proven effective in simulating the influence of
BPTC on the CPF calculation.

2) In the proposed CPF model, the constant-voltage con-
trol behaviour of the boundary buses of the tie-lines is
further considered to balance the partitioned reactive
power and to avoid many reactive power exchanges
among subsystems. The simulation results demonstrate
that considering the constant-voltage control of bound-
ary buses can not only ensure the reactive power bal-
ance among the regional subsystems but also improve
the VSM of the entire interconnected system substan-
tially.

3) The simulation results demonstrate that the proposed
distributed CPF algorithm realizes very high computa-
tional accuracy and is highly consistent with the inte-
grated algorithms in terms of not only the ultimate
result but also the intermediate process. Moreover,
according to the simulation comparisons, the proposed
distributed CPF algorithm has an advantage in terms of
the calculation efficiency compared with the integrated
algorithms.
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