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ABSTRACT In recent years, the discovery of local communities in multi-layer networks has become an
active research field of complex systems. Such as communication, social networking, sensor network the
rapid development of new technologies, the amount of data generated by increased, all want to obtain the
network information difficulty is big, and the network, community, mutual influence between nodes, greatly
enhance the complexity of network and make local found existing multilayer network method is unable to
get more accurate test results. In this paper, based on the homogeneity drive of multi-layer network and the
influence relation index of multi-layer path length measurement, a local community detection model based
on the influence relation of the multi-layer network is proposed by combining the direct influence relation
and indirect influence relation of the network (IMLC). Compared with six real multi-layer network data sets,
the algorithm has better robustness in many most advanced multi-layer methods: GL, PMM, and ML-LCD.

INDEX TERMS Influence, local community detection, multi-layer network, sensor networks.

I. INTRODUCTION
With the development and progress of society, complex net-
works have become an indispensable part of people’s lives.
As people’s very food and clothing are intimately entangled
with various networks, research on complex networks has
become a hot topic, and its applications in various fields have
a huge impact on the world. However, there is an increasing
awareness that the interaction of different networks makes
research on single-layer networks too one-sided and lacking.
Thus, there has been a push to combine all types of relation-
ships with simple graph theory to achieve more complex real
network transfer. To better align the topological relationship
and the real state of a real-world system, an increasing num-
ber of researchers have been able to represent the complex
relationships of the real world through multi-layer networks.
The recognition club structure in a multi-layer network is

The associate editor coordinating the review of this manuscript and
approving it for publication was Zheli Liu.

a very influential paradigm [1]–[4]. Given the diversity and
complexity of the networks in the real work, the single-layer
network has not been able to describe their organization.
Dickison et al. [5] proposes a multi-layer network model to
analyse the intricate systems of the real world and define
the relationship between multiple networks. He introduces
a community detection algorithm based on multi-layer net-
work polymerization, which is the main idea of using cer-
tain strategies to transform the original multi-layer network
into a single-layer network; then, a single-layer algorithm is
selected to implement the discovery operation. The main idea
of this algorithm is for it the single-layer network learning
algorithm to be applied to each layer and processed into
the eigenmatrix of the node; subsequently, the traditional
clustering algorithm can be applied to this matrix to obtain
the community organization. However, because the internal
relationships of the multi-layer networks are complex and
multi-layered, each node has a different influence. How to
use the influence of the nodes in amulti-layer network and the
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implementation of the multi-layer networks local club detec-
tion has become a new research topic [6], [7]. At present, the
influence of individuals or groups is measured individually,
and the influence and influence mechanism of the individuals
and groups is also measured; the influence of the groups
has a certain advantage given the scale of the network, and
the research and modelling of the nodes can further help
people understand the structure of the community in a social
network. Thus, research on the influence of the network nodes
has very important theoretical value and applied value of the
examination of a network.

Local community detection focuses on the study of the
subgraph structure. Starting from the selected node, it detects
the community structure containing the node according to a
certain classification algorithm and does not need to predict
the global information of the entire network in advance.
In a multi-layer network, the selection of the seed nodes
determines the robustness of the algorithm results. If the seed
nodes are at the core of the multi-layer network, robust results
will be achieved. The importance of nodes in multilayer
networks is usually measured by the centrality. The central-
ity is an important measure of nodes, edges or some other
subgraphs in a network. The diversity of multilayer complex
network topologies determines that the seed node measure-
ment itself is a type of very difficult problem. So identifying
a method to measure the central network node using a more
accurate measurement algorithm is still currently challeng-
ing. Selecting nodes of higher influence can thus further
improve the existing local community detection algorithm’s
robustness [8].

The structure of this paper is this : in the second section,
the basic theory and influential theory of multi-layer net-
work community detection are reviewed. The third section
outlines the local community detection method and a model
founded on the influence of amultilayer network. In section 4,
based on real multi-layer network data, a single-layer regional
community detection algorithm andmulti-layer network local
community detection algorithm test comparison and perfor-
mance evaluation are realized. In section 5, this paper is
summarized, and feasible suggestions are given for future
research.

II. RELATED WORKS
With the multi-layer network model becoming increasingly
widespread in the various fields of science, the topic of the
‘‘multi-layer image’’ has become of great interest. Relevant
researchers have developed various types of applicable algo-
rithms according to their own ideas. Generally, existing algo-
rithms for community detection tend to be divided into two
categories: multi-layer network clustering and single-layer
algorithm expansion.

In the multi-layer network layer clustering algorithm, by
clustering the layers in a multi-layer network into a single-
layer network, the community detection algorithm of the
existing single-layer network is utilized to realize community
detection in the multi-layer network. This approach has two

FIGURE 1. Single-layer network influences maximum node.

FIGURE 2. The combination process of the multi-layer network
community structure.

clustering schemes. The first method is that the multi-layer
network is converted into a weighted graph G = 〈 V; E;
W 〉, where W is the weight matrix, according to the weight
of each layer of the multilayer network in a single network,
which is then applied to the single-layer network for detecting
community structure [9]. FIGURE 1 illustrates the process of
layer aggregation. The second method is to use the single-
layer community detection algorithm on the multi-layer net-
work to detect the community structure of each layer prior to
combining all the community structures obtained through the
set clustering method [10]. FIGURE 2 illustrates the process
of multi-layer community structure combination.

The scale of social networks is becoming increasingly
large, and the amount of information included in them is
also increasing. Since the method based on local information
does not need to analyse the global structure of networks
from a local perspective, it has attracted extensive attention
from researchers in recent years [11]. Bagrow and Bollt [12]
put forward a method starting from the source node
and adding a continuous shell each time a node joins.
Lancichinetti et al. [13] put forward a fitness function F
index to measure the corporate internal and external con-
nection density difference. The algorithm’s advantage lies
in its simple calculation and high feasibility; however, its
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initial node is chosen randomly, it has a certain instability,
and the algorithm of the fitness parameters must also be
known ahead of time. Chen et al. [14] proposed a local
community centre node detection based on local degrees
of the new method. In the method, the local communities
are not found from a given starting node but from a local
centre node that is associated with a given starting node.
Tabarzad and Hamzeh [15] proposed a heuristic method to
detect communities by investigating the local information.
Comparing the proposed method with the most advanced
method, as determined by testing association and member
evaluation, the proposed method is better than the advanced
method and provides more accurate results. Chen et al. [16]
proposed a half local centre degree measurement method
in the centre of the low correlation degree and achieved a
balance between the other time-consuming measurements.
The literature [17], [18] proposed a multiple agent based on a
distributed environment angle of view of a mining algorithm
based on the indigenous community. Because the choice of
the initial node makes some existing algorithms produce cal-
culation results that are not robust, a reasonable node search
strategy must be formulated to improve the local community
findings. To solve this problem, many scholars have begun to
maximize the influence of the node as the initial node [19],
[20] and use the influence to find community structure.

The node influence describes the ability of a node to
influence other nodes; the node influence is affected by its
location and activity performance. To maximize the impact
is to find a small number of seed nodes in the social net-
work so that the influence can spread rapidly through the
seed nodes in a short time throughout the social network.
Leskovec et al. [21] proposed the CELF algorithm, which
makes use of the characteristics of submodular functions
in the influence propagation model to improve the effi-
ciency of the greedy algorithm by several hundred times.
Chen et al. [22] further proposed a degree reduction opti-
mization algorithm based on the degree of the nodes. The
experimental results of the algorithm were similar to those
of the greedy algorithm, but the efficiency was significantly
improved. Jung et al. [23] proposed the IRIE model. First,
the influence of all nodes was sorted by the global influ-
ence ranking algorithm. Compared with the greedy algo-
rithm, the efficiency and speed of this model are improved
greatly. Goyal et al. [24] proposed the CD model to solve
the problem of influencemaximization and directly estimated
the influence probability among users through the historical
data of users. Compared with other algorithms, the Monte
Carlo algorithm avoids a large amount of time consump-
tion in learning the probability of influence between users.
Li et al. [25] improved the network marketing by considering
the location of shared users and by proposing and studying
the issue of influence maximization in location-aware social
networks, thus ultimately improving the issue of influence
maximization based on geography and social influence.

The qualitative definition of the community structure
has some limitations for the detection of the community

structure. Therefore, scholars in different fields have put
forward evaluation criteria for community detection and
introduced three typical evaluation indexes, namely, standard
mutual information, module degree measurement and local
module measurement.

Standardized mutual information (NMI): For networks
with known community structures, NMI can evaluate the
performance of community detection methods. NMI is an
important measure of community discovery, which compares
the accuracy of communities divided by algorithms and the
generated orthodox communities in a single-layer network.
The measurement value is typically between 0 and 1; the
higher the value is, the more accurate the detection result of
the algorithm is. When the value is 1, the same consequence
as the tag community can be obtained. There is no division
method of NMI in the multi-layer network. To match the
accuracy of the algorithm, this paper calculates the value
of the NMI for each layer and then divides by the aver-
age number of layers to provide the multi-layer NMI value
between the measurement algorithm and the generated data
set [26].

Local modularity: To realize the community division of
complex networks, certain evaluation indexes are needed to
evaluate the results of the network division by algorithms.
For the detection results of local communities, this measure
is usually only used to consider community boundary nodes
and to measure the definition of the community boundary,
which is defined as the number of edges connected between
community boundary nodes and nodes inside the community
and the proportion of the edges connected with other nodes
outside the community [27].

III. LOCAL MODULE DEGREES OF MULTI-LAYER
NETWORK
A. MULTI-LAYER NETWORKS
Many real-world complex systems consist of a set of
basic units connected by different types of relationships.
All of these systems can be used to better describe the
relationship network, and there are more of systems in a
network with more relations. Every type of relationship
provides links among the same set of nodes for different
types of interactions to better describe the network with
more relationships. In 2014, Boccaletti provided a math-
ematical definition of a multi-layer network [28]: a layer
of a multilayer network GL = (y, `) is a set of differ-
ent network layers `, and for each edge between the lay-
ers L of a collection, y = {Gα;α ∈ {1, · · ·L}} ,Gα =
(Xα,Eα). For each network layer or layer in a multilayer
network, ` =

{
Eαβ ∈ Xα × Xβ;α, β ∈ {1, · · · ,L} , α 6= β

}
and y = {Gα;α ∈ {1, · · ·L}} ,Gα = (Xα,Eα), where a
network layer or layer that is a multilayer network, ` ={
Eαβ ∈ Xα × Xβ;α, β ∈ {1, · · · ,L} , α 6= β

}
is the set of

connecting edges between the nodes of different network
layers Gα and Gβ . The constituent elements in Eα are called
cross layers, and Eαβ is the interlayer between the nodes of
the edge.
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FIGURE 3. Schematic diagram of multi-layer network community
detection.

TABLE 1. Multi-layer network symbols.

This paper defines a multilayer network as follows: for a
layer of a multilayer network,GL = (VL,EL,V,L) with dif-
ferent network layer sets L, node sets V, and VL ⊆ V×L for
each layer of the multilayer network node that contains or is
equivalent to the node and the product of the layer. The set
of edges EL ⊆ VL × VL is a collection of unique sides.
FIGURE 3 shows a detection schematic diagram of the local
communities in a multi-layer network, and Table 1 lists the
symbols of the multi-layer network applied in this paper.

B. LOCAL COMMUNITY SEED NODES
In the multi-layer network, local community detection is
realized. Greedy local expansion is carried out through the
local detection algorithm from the initial node, and the local
community structure is finally obtained in the multi-layer
network. However, the location of the initial node determines
the accuracy of the local community algorithm. If the initial
node is located at the core of the community (or the node
has a high influence value), the local community detection
algorithm is more robust than if it is located at the boundary
(or has a low influence strength).Therefore, it is significant to
find seed nodes in a multi-layer network for local community
detection. In social networks, the centrality measurement
results of a node can directly reflect its importance in the
network. In the network, there are many metrics that can be
used to quantify this situation, such as the degree central-
ity, median centrality and graph centrality. The intermediate
centrality index and tight centrality index based on global

information have a high algorithm complexity, and the global
structure of the community is often difficult to obtain in the
local network, which is unsuitable. Although the node degree
index considers the connection of the neighbour information
from a local perspective, it cannot be sorted according to the
order size for a multi-layer network. Therefore, in this paper
measures the importance of nodes using a new quantity:

Consider a multilayer network with L layers and N layer
nodes GL = (y, `), where node i ∈ X (i = 1, · · · ,N) has
vectors for the connections or degrees given as

ki =
(
k [1]i , · · · , k [L]

i

)
(1)

Among them, k[Gα]i is node i in layer Gα in degrees, and
the calculation expression for k[Gα]i = G[Gα]

αij . The importance
of a node i is defined as

oi =
L∑

Gα=1

k [Gα]i (2)

In this paper, a semi-local centrality index is proposed
according to the importance of themulti-layer network nodes.
Starting from the nearest neighbour and sub-neighbour infor-
mation of the source node, this index can effectively identify
the importance degree of the node under local information.
Its definition is as follows:

δ (u) =
∑

ω∈0(U )
N (oi) (3)

C (v) =
∑

u∈0(v)
δ (u) (4)

The types0(U)) and0(v) are sets of nodes U and v, respec-
tively, from the nearest-neighbour nodes; N (oi) is the sum of
the repetitions of the nearest-neighbour nodes of node i in the
multi-layer network; and C (v) is the largest node, which is
the seed node.

C. INDIRECT INFLUENCES OF MULTI-LAYER NETWORK
NODES
At the present stage, due to the rapid promotion of various
social software, such as communication technology, scien-
tific research projects and Weibo social networking, rele-
vant researchers are paying increasing attention to this field.
In addition, hidden factors such as friends, attributes and
similarity of interests should be taken into consideration.
Based on this consideration, this part of the content of the
unified choice of the indicator influence is used to measure
the pertinent hidden factors. In a multi-layer network, the
similarity influence between layers, the similarity and struc-
ture influence between nodes of the same layer, the influ-
ence measurement between nodes of different layers and
the weight index of each influence relationship are set. This
section further integrates the influence values in the local
detection of a multi-layer network through the selection of
influential relations and obtains a relatively efficient multi-
layer community detection algorithm that fully combines the
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structure and similar factors to improve the accuracy of the
detection of the local communities of a multi-layer network.

Inf (u, v) = ω1SInf (u, v)+ ω2DInf (u, v) (5)

In the formula, SInf (u, v) and DInf (u, v) respectively
represent the direct and indirect influences of node u on
node v. The weight of each component of the influence sums
to ω1 + ω2= 1.

1) INDIRECT INFLUENCE OF MULTI-LAYER NETWORK
NODES
The correlation theory of informatics holds that the length of
a propagation path is negatively correlated with the accuracy
and completeness of the results. In a whole transmission link,
the more intermediate nodes there are, the worse the effect
on the transmission. For the path selection of the impact,
in this paper calculates the intensity of the indirect influence
relationship between nodes through the shortest path of the
multi-layer network.

The path length relates to the number of edges in a path.
There are at least two different types of edges in multilayer
networks, in-layer edges Eα and inter-layer edges Eαβ . In this
paper uses two nodes in the multilayer network, (u) and (v),
to create a geodesic line to define the connection between
the two nodes of a shortest path. Given a multilayer network
u = (y, l), its set of edges is

E (u) = {E1, · · · ,EM } ∪ l (6)

uA path of length is defined q-1 as a non-empty staggered
sequence of nodes and edges:{

xa11 , l1, x
a2
2 , l2, · · · , lq−1, x

aq
q

}
(7)

Among them, α1, α2, · · · , αq ∈ {1, · · · ,M}. Thus, for all
r < q, there is a subset that belongs to ε, and there is E(u)

lr =
(
xαrr , x

αr+1
r+1

)
∈ ε (8)

If the edge is l1, · · · , lq−1 weighted, the length of the path
is defined as the sum of the reciprocal weights. If the starting
point and the ending point are the same xα11 = x

αq
q , then the

path is closed.
The path ε =

{
xα11 , x

α2
2 , · · · , x

αq
q

}
that mediates between

two nodes xα11 and x
αq
q in a multilayer network is u described

as a path in which the nodes do not repeat. A ring is defined
as a closed path whose starting point and ending point are at
the same node. If a path between any two nodes in the multi-
layer network can be found, then the network is connected;
otherwise, it is not connected. However, different types of
network connectivity may occur if the edges in different
network layers are considered [29].

The path length refers to the number of edges in a path.
There are at least two different types of edges in multilayer
networks: inside edges and outside edges. The definition of
a path then depends on equating the two different types of

edges. The following definition of the path length is tanta-
mount to treating the two types of edges equally. In a mul-
tilayer network, the geodesic path between two nodes u and
v is described as the shortest path connecting the two nodes.
The distance dm between these two nodes is the length of any
geodesic path between them. The maximum distance D(u)
between any two nodes in a multilayer network is referred
to as the diameter of the multilayer network.

If for any two different network layers γ and δ there are two
different network layers α and β that satisfy X ′t ⊆ Xα,E ′γ ⊆
Eα and X ′vβ ⊆ Xαβ . Then, N =

(
y′, t ′

)
is u = (y, t) a

sub-network of the multi-layer network, and the u connected
branch is a maximally connected subgraph of it. If two paths
connecting the same pair of nodes in a multilayer network
have only the same starting and ending points, the two paths
are said to be node-independent.

The path length between two points u and v in a multi-layer
network u is defined as:

L (u) =
1

N (N − 1)

∑
u,v∈Xu,u 6=v

duv (9)

where the definition of |Xu| = N0 provides a way to calculate
the other structural attributes of the network, such as the
network efficiency of a single-layer network, defined as:

e (u) =
1

N (N − 1)

∑
u,v∈Xu,u6=v

1
duv

(10)

If the path length of a multilayer network is defined,
the definition is not the same if the mid-layer edge connection
and the inter-layer edge connection are considered to be
different. Suppose that u = (y, t) is a multi-layer network,
and one path is denoted as

= =

{
xa11 , l1, x

a2
2 , l2, · · · , lq, x

aq−1
q−1

}
(11)

Its length is defined as:

l (=) = q+ β
q∑
j=2

1(j) (12)

where β is any given non-negative parameter, and

1(j) =

{
1, IF li ∈ l
0, Other

(13)

In such a multi-layer network, the distance between nodes
i and j is the shortest length of all of the paths between them.
In a multilayer network GL between two nodes u and v,
the path length is defined as:

L (GL) =
1

N (N − 1)

∑
u,v∈Xu,u 6=v

duv (14)

where
∣∣XGL

∣∣ = N0 also provides a way to calculate the
influence properties of two nodes in the multi-layer network,
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that is, to find the shortest path between two nodes in the
multi-layer network. It is defined as:

SInf (u, v) = Min(
1

N (N − 1)

∑
u,v∈Xu,u 6=v

duv) (15)

D. DIRECT RESPONSE OF MULTI-LAYER NETWORK NODES
It is found that social network and communication network
have typical homogeneity. In other words, there is a trend
of correlation between related nodes with similar charac-
teristics [30]. In the field of communication science, this
tendency of correlation is called the reciprocal influence rela-
tionship. Within the scope of the multi-layer related system,
the influence measurement links involved should not only
fully combine the similar social influence generated by the
structure itself but also focus on the influence generated by
the attributes of the nodes and the similarity between layers.
This paper focuses on the direct impact relations.

LC int(C) =
1
|C|

∑
u,v∈C

∑
Lα,Lα∈L
∧u∈Vα,v∈Vβ

∣∣Nα(u) ∩ Nβ (v)∣∣√
|Nα(u)|

∣∣Nβ (v)∣∣
LCext (C) =

1
|B|

∑
u,v∈B

∑
Lα,Lα∈L
∧u∈Vα,v∈Vβ

∣∣Nα(u) ∩ Nβ (v)∣∣√
|Nα(u)|

∣∣Nβ (v)∣∣ (16)

where Nα(u) = {v ∈ V |(u, v) ∈ Eα } represents the neigh-
bour set of node u in a layer. The similarity influence between
nodes u and v in the multi-layer network is calculated as
follows:

DInfα,β (u, v) = LCext (C)/
LCext (C) (17)

If DInfα,β (u, v) > 1, it indicates that nodes u and v in
the network layer α and β have similar influences, that is,
the influence relationship in the local communities is greater
than that in the communities to be tested. IfDInfα,β (u, v) < 1,
it indicates that the influence of nodes u and v in the network
layers α and β in the local communities is less than that of
the communities to be tested.

E. MULTI-LAYER NETWORK LOCAL COMMUNITY
DETECTION IS BASED ON INFLUENCE EXPANSION
In conclusion, based on the direct influence and indirect
influence measurement, in this paper proposes a multi-layer
network local community detection algorithm, as shown
in Table 2. The first three behaviours in Table 2 calculate
the seed nodes of the multi-layer network. The fifth and
ninth behaviours judge the merging process of the seed nodes
through the impact measurement, and the final algorithm
obtains the local communities through the influencemeasure-
ment. Table 2 reports the pseudo code of the universal scheme
of the attribute multilayer local detection method proposed in
this paper.

In this section, IMLC, a multi-layer network local com-
munity detection algorithm based on influence relations
is introduced, which can support multi-layer graphs with

TABLE 2. Local community detection algorithm of a multi-layer network
based on influence measurement.

two ormore layers. The algorithmfirst sorts the nodes accord-
ing to formula (4), calculates the regional seed node V0 of
the multi-layer network, and initializes it as the local commu-
nity C. B is the boundary set of the local community where
node V0 is located. Second, considering the magnitude of
the influence, the nodes in the layer with a high influence
with V0 are bound to join the neighbourhood as the adjacent
nodes of V0. In addition, the influence relationship between
different layers of nodes is considered in the expansion of
local communities. The higher the impact between nodes and
their neighbours, the more likely they are divided into the
same local community set. For node Vi in set S to be detected,
assume Inf (VB,Vi) > Inf (VS ,Vi), and insert node Vi into
community C; otherwise, compare the next node of S directly
connected to the boundary set B. By means of the continuous
iteration of all nodes, the detection of the local community C
with V0 as the seed node is finally realized. The pseudo-code
of the general scheme based on the multi-layer local detection
(IMLC) method is as follows:

IV. EXPERIMENTAL RESULTS
The performance of IMLC is evaluated through extensive
experimentation on single- and multi-level real-world net-
works. The experiments are performed on a computer with
Windows 7, 3.10 GHz and 32.00 GB RAM.

A. DATA SET
To judge the rationality of the algorithm, this paper uses 6 real
multi-layer network data sets to verify the rationality of the
performance of the IMLC model.

ObamaInIsrael2013 [31]: The multi-layer Internet data
set of President Obama’s visit to Israel in 2013 obtained
from Twitter was divided into three layers, corresponding to
retweets, mentions and replies. Users can forward other users’
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tweets, implying that a user supports information shared by
another user and forwards it to his followers. Users can reply
to other users’ tweets, which represents the exchange between
users in response to the information included in the user’s
tweets. A user can mention another user in a tweet, which
indicates a willingness to share a message with the user
mentioned above.

Airline data set [32]: The data set takes different airlines
operating in Europe as attributes, with each layer correspond-
ing to a different airline. Thirty-seven different layers are used
to form the multi-layer network.

Employee data set of Aarhus University [33]: The data
set collects data from the employees of the Department of
Computer Science of AUCS. The study involved 61 workers
(142 relationships in total), including professors, postdoctoral
researchers, doctoral students and managers. The data set
includes five types of relationships: current work relation-
ships, repetitive leisure activities, regular lunches together,
shared posts, and Facebook friendships. The coauthor net-
work is the smallest and least connected of all the layers,
with the largest number of edges in the work network and
the lunch network and the highest average degree of vertexes
in the Facebook network.

MITmedia lab data set [34]: Themultilayer figure contains
the MIT Media Lab’s collection of human-computer interac-
tion data and experimental data, which included 94 people.
These people’s data correspond to the nodes in the mul-
tilayer network layer for interaction in two ways, includ-
ing the friends layer, which refers to friendship, and the
SMS layer, which is based on message exchange and refers to
the Bluetooth device scanning equipment layer. The dataset
provides three layers with 17782 and 113 edges.

DBLP data set [35]: In the DBLP data set, each node
corresponds to a single author, and the layer represents the
top 50 computer science conferences. If two authors
co-authored at least two papers at a particular meeting, they
were linked in a single layer.

Wireless Sensor Network data set: Thermal power plants,
which are mostly used to generate electricity, utilize equip-
ment such as coal millers, coal feeders, fans, and sensors, and
good equipment maintenance is crucial to the generation of
stable power supplies. Traditional planned preventive main-
tenance (PPM) models are adopted in most of thermal power
plants. Thousands of wireless sensors, e.g., temperature sen-
sors, pressure sensors, humidity sensors, and speed sensors,
are installed to monitor the state of the equipment in real time.
Data can be acquired continuously from these sensors, and
monitoring the sensor data helps monitor the status of the
equipment. Schematic diagram of wireless sensor network in
a thermal power plant is shown in FIGURE 4:

Table 3 displays the main characteristics of the experi-
mental data sets in this paper. The node relationships in all
data sets are considered to be symmetric # Nodes refers to
the number of nodes in the data set, # Edges refers to the
number of edges in the data set, #Layers refers to the number
of layers in the data set, Density refers to the degree of data

FIGURE 4. Wireless sensor networks for thermal power plants.

set, Adeg refers to the average degree of nodes considering
multiple edges, and Alayer refers to the average number of
layers in the nodes. The number of DBLP layers in the data
set is the highest, reaching 50.Wireless Sensor Network holds
the largest number of nodes and edges.

B. COMPARISONS OF ALGORITHMS AND EVALUATION
INDEXES
1) COMPARISON OF ALGORITHMS
To evaluate the performance of IMLC, in this paper uses
three community detection methods to compare with the
IMLC implementation.

Community detection algorithm LART [36]: This is used
to detect communities with some or all layers overlapping in
a multi-layer network. The algorithm is based on a random
walk on a multi-layer network, and the transition probability
of the random walk is dependent on the local topological
similarity between any given node and each layer to realize
the detection of a multi-layer community. The advantage of
this algorithm is that it only needs to define a parameter t,
which determines the length of the random walk. The value
of t can change within some boundaries. As long as the ran-
domwalk time is short enough, the local community structure
can be studied.

PMM [37]: This algorithm extracts structural features from
each dimension of the network through modular analysis and
integrates them to detect the community structure. For noisy
networks, the optimal community processing results can be
obtained by using the main modular maximization (PMM)
method.

Community detection algorithm GL [38]: This algorithm
obtains the combination of a single network by connecting
each node in one network slice to the link coupling of itself
in another network slice. This framework allows people to
study community structures in a very general environment
that includes networks that evolve over time, has multiple
types of links (multiple complexities) and involves multiple
scales of networks.
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TABLE 3. Characteristics of multi-layer network data sets.

ML-LCD [29]: This algorithm is based on the function
optimization of the internal and external connectivity of the
local community of the multi-layer network. When the local
community is found through a given seed node, the extensive
analysis of 7 real multi-layer networks shows the significance
and ability of the method in detecting the local community of
the multi-layer network

2) EVALUATION INDICATORS
To realize community division in a complex network, some
evaluation indexes are needed to evaluate the result of the net-
work division. Due to the existence of large-scale unknown
societies in the data set of the experiments in this paper,
in this paper quantifies or evaluates the classification level of
societies through the module degree. The larger the value is,
the better the society structure is, thus allowing the influence
of the value of impact on the algorithm to be better verified.

C. WEIGHT OF MULTI-LAYER NETWORK INFLUENCE
The accuracy of the community detection is determined by
the influence of the above algorithms. This section describes
themeasurement of the direct influence and indirect influence
relationships. First, repeat the IMLC algorithm through the
multi-layer network mediummaximum node and start to gen-
erate a local community; then, sort by degree, find the degree
of the largest node that is not in this local community, and
generate a second community. Eventually, all will be covered.
Finally, the nodes that are not listed in any community will be
added to the local community adjacent to the node according
to the IMLC algorithm. Then, run this process 50 times to
obtain the average modularity result.

To obtain a better influenceweight ratio, different detection
and comparison effects are obtained in according to different
values of omega in formula (1). By comparing the influence
of the two data sets on IMLC when the influence increases,
the direct influence parameter, ω1, is taken as the reference
parameter, and the two parameters ω1 and ω2 are taken as
fixed parameters to realize the comparison. The Adeg higher
CS-AARHUS and Adeg sparse Wireless Sensor Network
data sets are run 50 times to achieve the comparison of the
results and to determine the influence of the two parts of the
weight, as shown in FIGURE 5.

It can be found that when the influenceweight isω1 andω2;
when ω2 > 0.5, a large degree of modularity is obtained, and
when ω2 is 0.6, a suitable detection effect can be obtained.
In the data set of CS-AARHUS, the highest module degree

FIGURE 5. Results of influence weights.

can be achieved in 50 runs when ω2 = 0.3, but the average
effect is better when ω2 = 0.4. In the dataset of the Wireless
Sensor Network, because the dataset was sparse, the maxi-
mum modularity effect was obtained when ω2 = 0.3, and
the average effect was also better when ω2 = 0.4. There-
fore, in this paper, the influence weight between the middle
layer and other layers is detected in the multilayer network:
ω1 = 0.4, ω2 = 0.6.

D. MODULE DEGREE ANALYSIS
Figure 6 is the multi-layer network modularity obtained after
50 runs of different data sets. In order to view the graph more
accurately, we use the module degree of the maximum algo-
rithm to represent the outermost circle graph in this graph.
Therefore, the legend displayed each time is very different.
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FIGURE 6. Results of 50 runs of different algorithms on 6 data sets.

In this paper, the global network module degree index
used in the different data sets was run 50 times, and the
module degree was obtained each time for comparative anal-
ysis. By comparing the degree of modularity of multiple
algorithms running in different data sets and by combining
this data with the change of the modularity of the evalua-
tion algorithm in multiple runs, the effect of the evaluation
algorithm in detecting a community in a multi-layer network
is evaluated. FIGURE 6 shows the effect of each algorithm
running 50 times in different data sets.

The detection method set out in the present paper has been
tested and verified with the most advanced global commu-
nity detection method. Owing to the LART algorithm and
large Wireless Sensor Network, there is a memory over-
flow; thus, the result of program running cannot be obtained.
Therefore, in this paper only shows the overheat diagrams
of the GL, PMM, ML-LCD, and IMLC algorithms in the
figure. As shown in FIGURE6, only the direct influence
relationship or the influence relationship of indirect nodes
are considered, and the detection result is far lower than that
of the comprehensive influence relationship algorithm. The
IMLC algorithm proposed in this paper can achieve better
modularization results in the dataset with obvious influence,
especially in the Wireless Sensor Network dataset, and the
algorithm in this paper has achieved a better detection effect.
The Wireless Sensor Network data set is generally the most
suitable for good friendly relations and has a relatively high
impact. However, in the airline data set, the testing results
obtained were far lower than those of the GL algorithm.
This was because the airlines had too many layers and the

data was relatively sparse data sets. The data set of every
route was different, and there were fewer similarities between
layers. The IMLC algorithm considers that relations do not
provide an advantage, so in the process of multilayer local
community detection, a better result cannot be obtained.
However, the algorithm in this paper considers the influence
relationship between layers. Compared with the ML-LCD
algorithm, the algorithm presented in this paper can obtain
relatively reliable results.

In the ObamaInIsrael2013 data set, the data sets have
higher Adeg and lower Aleyas; the algorithm presented in
this paper has a shorter operation time and produces similar
results as the GL algorithm. The algorithms only consider the
indirect influence on a module, which produces average val-
ues that are higher than the direct influence algorithm results
but with decreased algorithm stability. The GL algorithm
is almost smooth running as a result; the algorithm IMLC
produces better results than GL, but the overall stability is
lower than that of the GL algorithm. The ML-LCD algorithm
produces roughly the same result as the IMLC algorithm.
For the data set CS-AARHUS, the module degree obtained
by the algorithm in this paper is lower than that of the GL
algorithm or PMM algorithm, but it is better than the algo-
rithm that only considers the direct influence value and the
algorithm that only considers the indirect influence value;
further, the algorithm presented in this paper is better than that
of the ML-LCD algorithm because the influence relation of
the layers is considered. In the CS-AARHUS algorithm, after
the fusion of multiple influence values, the IMLC algorithm
can obtain results similar to the GL algorithm and better
than the PMM algorithm in partial operation consequences.
For the DBLP data set, the algorithm put forth in this paper
produces operation times for obtaining the module values that
are similar to the GL algorithm, but these values are greater
than those of the PMM algorithm and ML - LCD algorithm.
More notable is the influence of the direct influence value in
contrast to only considering the influence of the interlayer,
as most of the technology and biological networks have
different distribution networks. According to the character-
istics of the multi-layer network DuDu association, a better
detection result is obtained for similar but not connected
nodes when considering the influence of the inside layer.
In the MIT Media Lab data set, the algorithm IMLC set
out in the present paper can achieve a better detection effect
than the GL algorithm or PMM algorithm, and it is also
higher than algorithms that only consider either the direct
influence value or the indirect influence value. According
to the analysis in Table 2, the data sets of the MIT Media
Lab all have low Adeg. It can be seen that for data sets
with sparse nodes, the algorithm integrating multi-influence
relations can produce better results. For data sets DBLP and
Airlines, the IMLC algorithm has more robust results than the
ML-LCD algorithm due to the higher number of layers. In the
algorithm that only considers the indirect influence, it can
also generate better results and achieve the optimal detection
effect after running for a long time. However, compared
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with the IMLC algorithm integrating multiple impact values,
the stability is worse than that of the algorithm integrating
multiple influence relations.

The data set of ObamaInIsrael2013 is unique. Because
it is large, to ensure the operation of PMM algorithm and
GL algorithm, in this paper intercepted the data of the first
fifth of the data set, that is, the first 456252 nodes, as the
experimental data set. However, through a comprehensive
comparison with several data sets, the GL algorithm gen-
erated average results that were better than those obtained
by other community detection algorithms. To better compare
with the other optimal algorithms, the proposed method does
not use local module degrees, but the algorithm obtains the
global community structure by comparing global module
many times after the operation. Therefore, the results in the
four data sets are not optimal relative to the GL algorithm but
are better than PMM algorithm and ML-LCD algorithm.

E. COMPUTATIONAL EFFICIENCY
To test the time complexity of different algorithms, this paper
uses different algorithms for different sizes of 6 real networks
to realize the analysis. Because the node number of a smaller
data set cannot correct the algorithm running time efficiency,
in the Wireless Sensor Network in the existing test data
sets, all configurations can be run, and the Wireless Sensor
Network data total average running time for running a total
of 50 times is 26216 seconds. Thus, in this section, the IMLC
algorithm to detect the data set has better run time compared
to the time on theWireless Sensor Network. FIGURE7 shows
the final test results. It can be found that the running time
of the four algorithms is proportional to the network size.
However, the running time of the IMLC on datasets with a
relatively large number of nodes is relatively less than those
of the GL and PMM algorithms, which enables it to process
multi-layer large-scale sparse networks very efficiently.

It can be determined from FIGURE7 that the running time
of IMLC algorithm is basically running in a lower period,
but more time is spent running on average. Compared with
the GL algorithm, the PMM algorithm has a better running
time. In particular, there are more times when the running
time is less than the average running time, but there are also
times when the running time is close to the maximum. For the
GL algorithm, the running time is greater than the average
running time, and the running time of several times is the
maximum running time. Compared with the IMLC algorithm
and PMM algorithm, the ML-LCD algorithm achieves a
higher average time complexity. Although ML-LCD is larger
than the GL algorithm in terms of the partial running time,
the average running time is lower than that of GL. In particu-
lar, in a large-scale data set such asWireless Sensor Network,
due to the insufficient memory in the configuration of the test
equipment, the GL algorithm and PMM algorithm experience
memory overflows and cannot run normally. Therefore, this
paper intercepts the data of the first fifth of the data set,
namely, the first 456252 nodes, as the test data set. It can be
observed that IMLC adopts the local community detection

FIGURE 7. Time results of 50 runs are based on the Wireless Sensor
Network dataset.

method, which can adapt to the larger data set and produce
better operational efficiency.

V. CONCLUSION
In this paper, founded on the nature of network layer,
node layer and influence relationship, this paper proposes
a local community detection model of multi-layer network
which integrates the influence relationship between layers
and within layers. Based on the homogeneous drive of multi-
layer network and the influence relative index of multi-layer
path length measurement, the local core nodes of the multi-
layer network are calculated based on multi-layer tensor.
Finally, through a large number of experiments in six real
multi-layer network data sets to evaluate the impact of the
influence weight and multi-layer influence relationship on
community detection robustness, the accuracy and stability
of the algorithm are verified by multi-layer data. In multi-
layer data sparse network connection and large data sets,
the method of this paper can identify the same or higher qual-
ity data sets and have better time efficiency and. In the sensor
network, we will consider the changes of local community
structure in the multi-layer network by adding sensor nodes
dynamically.
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