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ABSTRACT Traditional Chinese medicine (TCM) is effective in preventing and treating all manner of
diseases, which has been incorporated into the latest global medical outline (Ver.2019) by World Health
Organization (WHO). As one of the most important characteristics of TCM, syndrome differentiation (SD)
provides curative effect assurance. SD is a high-dimensional complex function with symptoms/signs as input
and syndrome type as output. Artificial neural network (ANN) provides an all-purpose data-driven solution
to fit high-dimensional complex function, making ANN a promising approach for modeling intelligent SD
(ISD) for TCM. In this paper, we chose chronic obstructive pulmonary disease (COPD) as an example for
investigating ISD for TCM based on ANN. First, we built a full-group ANN model that combines ANN
with full-group datasets composed of 18471 real clinical records. In addition, we built four extra models
with ANN and four subgroup datasets. For comparison, we built another four models with four traditional
machine-learning algorithms and the full-group datasets. We used accuracy and Fl-scores to evaluate the
models’ performance. With an accuracy of 86.45% and an F1 score of 82.93%, the full-group ANN model
outperformed the four comparison models built from traditional machine-learning algorithms, and however,
the four subgroup models achieved a better performance than the full-group ANN model. We concluded that
the ANN can potentially provide a way for ISD for TCM, and our subgroup modeling suggests ideas for
further optimizing the ISD.

INDEX TERMS Artificial neural network, traditional Chinese medicine, COPD, intelligent syndrome
differentiation, subgroup modeling.

I. INTRODUCTION

According to the latest global medical outline (Ver.2019) [1]
of the world Health Organization (WHO), traditional
Chinese medicine (TCM), which is a popular complementary
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and alternative medicine, is effective in preventing and treat-
ing many diseases [2]-[4]. In contrast to the approach of
western medicine (WM), TCM provides a unique method-
ology to manage diseases, especially for disease diagnosis.
WM practitioners place more emphasis on the collection of
the symptoms/signs than on the classification of diseases.
The TCM specialists collect symptoms/signs by means of
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clinical observation from the patient’s self-reporting, which
cannot be accurately measured and impressionable to the
study sample and environmental factors. Rather than the other
way around, TCM has a particularly significant classification
task that is called syndrome differentiation (also known as
pattern classification or ZHENG differentiation). The syn-
drome (ZHENG or pattern) is differentiated by a set of
symptoms/signs determined by TCM practitioners using four
main diagnostic methods: inspection, auscultation/olfaction,
interrogation, and palpation, which reflect the pathological
and physiological changes of disease occurrence and devel-
opment. Consequently, syndrome differentiation (SD) is one
of the most important characteristics that lead to the curative
effect of TCM.

From the perspective of mathematics, the SD procedure
can be rated as a classification function with symptoms/signs
as input and syndrome types as output. With the develop-
ment of new computational methods, increasing investiga-
tors are using a wealth of approaches to fit this function
and establish computation-assisted syndrome differentiation
systems. However, some investigators have focused on only
one of the four diagnostic methods. For inspection diagnosis,
Watsuji et al. [5] built a tongue inspection diagnosis system
with the fuzzy rules based on the tongue image databases
alone. Kanawong et al. [6] proposed a ZHENG classification
system with several classification algorithms, such as Support
Vector Machine, Multilayer Perceptron Networks and Ran-
dom Forest, but their system was also based on tongue images
alone. Similar studies on the relationship between tongue
signs and syndromes include the research of Siu et al. [7]
and others. For auscultation diagnosis, Yan et al. [8] used
SVM algorithm and the nonstationarity information of the
auscultation signals to automatically recognize healthy indi-
viduals from Qi-deficiency or Yin-deficiency. Yang and Chiu
[9] also used the fractal dimension parameter with logis-
tic regression. For interrogation diagnosis, Li et al. [10]
investigated the symptom-syndrome interactions for inquiry
diagnosis of coronary heart disease (CHD). Liu et al. [11]
introduced multilabel learning algorithms to make this
diagnosis. Similar studies have been carried out by other
researchers [12], [13]. In general, the aforementioned stud-
ies were oriented toward the relationships between separate
diagnosis and syndrome types. However, in TCM, the syn-
thesis of the four diagnostic methods is the most critical
principle for syndrome differentiation (SD). Therefore, these
studies have been incomplete. A wealth of research [14]-[17]
has been done to model intelligent syndrome differentiation
(ISD) based on electronic medical records (EMRs), which
include all four diagnosisic informations. However, the data
from the EMRs, which were manually input by TCM clin-
icians, are unstructured, so the performance of the final
model is inevitably impacted. Moreover, scholars commonly
chose the traditional machine-learning algorithms (such as
Softmax regression, Navive-Bayes, support vector machine,
and K-nearest neighbor) to develop the relationship between
symptoms/signs and syndrome types. Nevertheless, in real
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clinical practice, because one symptom is related to several
syndromes, the relationships between symptoms and syn-
dromes are phenomenally complex. In addition, a patient may
suffer from several diseases at the same time, so there may
be several syndromes. Furthermore, syndromes may change
during the TCM treatment of the disease, so the syndrome dif-
ferentiation can be ever changing [18]. Therefore, in a more
comprehensive view, TCM is increasingly regarded as a black
box model, and the classification function (or the relation-
ship between symptoms/signs and syndrome types) should be
multidimensional [19], [20] and of prime complexity. These
approaches are associated with underfitting or overfitting by
the traditional machine learning algorithms with respect to
real clinical practice.

In recent years, with the increase in computing efficiency
and accessible real world big data, the technology of ANN
has made remarkable progress. Nowadays we can train the
network designed with large size of layers and neurons by
the big datasets, which is gradually evolved to the deep neural
network (DNN). However, in the Al field, many researchers
regard ANN as a black box, and it is hitherto difficult
to provide rigorous mathematical arguments to prove that
ANN outshines the traditional machine learning algorithms.
We can only arrive at the conclusions by the intuitive analysis
that compared with traditional machine learning algorithms,
ANN, in special, with large size of layers and neurons covers
more abstract features extracted from the data, thereby it
exerts a better performance. Moreover, the success of ANN in
many other scenarios inspired us to merge the merit of ANN
into ISD of TCM.

Chronic obstructive pulmonary disease (COPD) is a com-
mon disease of the respiratory system with high morbidity
and mortality. It is expected to become the 3¢ leading cause
of death in the world by 2020 [21]. Increasing evidences
have indicated that TCM is effective in the prevention and
treatment of COPD [22], [23]. In this paper, we chose COPD
as an example for investigating the benefits using ANN for
intelligent syndrome differentiation in TCM. It must be men-
tioned that in many cases a more complex network is prone to
overfitting or underfitting, especially when the training data
is not ‘big’ enough, so there is a tradeoff between efficiency
and complexity of the network. Fueled by the scale of datasets
in our experiments (18,471), we designed a network with
just 10 hidden layers. The contributions of this paper are as
follows:

(1) In TCM science, as a critical procedure for managing
diseases, syndrome differentiation (SD) can be con-
sidered as a high-dimensional complex function with
symptoms/signs as input and syndrome types as out-
put, and in computer science, ANN provides a gen-
eral method for fitting such high-dimensional complex
functions [24]. Consequently, in this paper, We merged
the merit of ANN into ISD of TCM and modeled the
ISD of COPD by ANN. This model could be applied to
similar diseases that share common characteristics with
COPD.
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FIGURE 1. The topological architecture of ANN, where'IPD’ denotes inspection diagnosis, ‘IGD’ denotes interrogation diagnosis, ‘AOD’ denotes
auscultation and olfaction diagnosis, ‘PPD’ denotes palpation diagnosis, ‘I-L' denotes input layer, ‘H-L' denotes hidden layer, ‘O-L' denotes output layer.

The similar property of ‘black-box’ inspire us to merge ANN into TCM.

(2) In some cases, datasets are more critical for modeling
than the algorithms. In contrast to previous studies,
we collected 18,471 samples in our study from the real
clinical practices. Moreover, all the data were evaluated
by professional TCM practitioners to be sure that the
data were reliable. Additionally, accuracies and F1-
scores were used to evaluate the model’s performance,
and we designed four comparison models using tra-
ditional machine learning algorithms to guarantee the
objectivity of our study.

(3) In our work, we separated four subgroups from the
datasets by a prior grouping method to reduce the
exploration space of the network, and we built four
subgroup models. The results demonstrated that the
subgroup models achieved a better performance than
the full-group model.

The remainder of this paper is organized as follows.
Section 2 briefly introduces the algorithm and the topological
architecture of ANN. The details of our initial experiments,
intervening additional experiments, and comparison experi-
ments are described in Section 3. In Section 4, we describe the
results of all the experiments. Finally, in Section 5, we present
our conclusions.

Il. ARCHITECTURE AND ALGORITHMS

The diagnostic process of TCM can be separated into symp-
toms/signs collection and syndrome differentiation. In clin-
ical practice, TCM specialists will collect symptoms/signs
by inspection, auscultation/olfaction, interrogation, and pal-
pation, followed by a comprehensive analysis of the collected
symptoms/signs for a purpose of classification with respect to
syndrome types. This analysis involves a complex black-box
model, which can be fitted by the topological architecture of
ANN, as shown in Fig.1. By data-driven means, ANN com-
bines low-level features into more abstract high-level features
to create a representation of the distributed features. However,
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more features require more complex computations and more
space for exploration, and the model fails to perform as
we expected, especially when the training data is not ‘big’
enough. Fueled by the scale of datasets in our experiments
(18,471), we designed a network with just 10 hidden layers
to limit the complexity of the model. In the next section,
we will briefly review the algorithms of ANN based on the
architecture illustrated in Fig.1.

A. THE FORWARD PROPAGATION ALGORITHMS OF ANN
To obtain the input for the network, one starts at the first
layer and the network carries out a series of linear operations
and activation operations layer by layer with corresponding
weight matrixes and bias vectors until it reaches the last layer,
which is the output of the network. The input of the network
is defined as follows:

¥ =X X2 ey Xis e xm]y i=1,2,3,...,m (1)

Correspondingly, the output of the network is described as:

;}:[ylvy27-"7yks"-yyn]y k:l,2,3,...,n (2)

The output of neuron units in the /" hidden layer is expressed
by Eq.3, which is calculated from the Eq.4 and Eq.5, where
Wé represents the weights that combines the i’ neuron of the
I — 1" layer to the /" neuron of the [ layer, b' represents the
bias of the /" layer, net! represents the output of i" in the /"
layer, and o (x) represents the activation function.

W= (R Ry, kR j=1,2,3, sl (3)

hf = o(netl-l) “4)
1

netil = Z Wé/’ijl-_1 + bf Q)
j=1

B. THE BACK PROPAGATION ALGORITHMS OF ANN
The back propagation algorithm is used to update the weights
and biases of all neurons. The updating rules are shown in
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Eq.6 and Eq.7, where E(x) refers to the loss function and
represents the learning rate.
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The partial derivatives of the weights and biases of the output
layer are calculated as follows, where x; and yi refer to the
expected and actual output of the network, respectively.
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Next, the partial derivatives of the weights and biases of the
"2 < or <1 < or <L —1)layer are calculated as
follows: where 8;71 is calculated as the Eq.16
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lIl. EXPERIMENTS

A. DATASETS

1) DATA SOURCES

We used the experimental data from 3,237,645 outpatient
electronic medical records (EMRs) of the digital diagno-
sis and treatment platform of TCM, which is managed
by Sichuan Provincial Administration of TCM, China. The
data are from 33 medical institutions in Sichuan Province,
China from October 2015 to January 2019. We screened
18,471 (5.79%) of the records that had complete four-
diagnostic symptoms/signs and syndromes for cases diag-
nosed as COPD, and we defined the 18,471 records as the
full-group dataset.
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2) DATA CLEANING

The data for the EMRs was manually input by TCM practi-
tioners, which can lead to some problems, such as incorrect
entries, missing entries, duplication, and other irregulari-
ties, so it was necessary to subject the data to cleaning
before modeling. Each record was cross-validated by two
primary physicians, and final validation was conducted by
the resident physician. The standard for the four-diagnostic
symptoms/signs was based on both the National Standard of
GB/T 20348-2006 of China and the reference Differential
Diagnosis of TCM Symptoms [25]. For example, symptoms
in original records such as “stupo’, “poor appetite”, and
“low appetite” were standardized as “‘eating less’’. We sum-
marized 321 standardized four-diagnostic symptoms from
the records. The standard of syndrome types was based on
both the Trade Standard of ZY/T001.1.94 of China and the
Guidelines for TCM Diagnosis and Treatment of COPD [26].
The syndrome types of the 18,471 records were catego-
rized into nine classes: L1-syndrome of lung qi deficiency,
L2-syndrome of lung-spleen deficiency, L3-syndrome of
lung-kidney deficiency, L4-syndrome of qi-yin deficiency,
L5-syndrome of wind-cold attacking lung, L6-syndrome of
external cold and internal drinking, L7-syndrome of lung
phlegm-turbidity, L8-syndrome of lung phlegm-heat, and
L9-syndrome of lung phlegm-deceiving the mind.

3) DATA NORMALIZATION
Sample input is the symptoms/signs of each sample, which
is set as a 1 x 321vector. Letx; = [x;1,Xi 2, Xi3,..,Xi321]
be the vector, each element satisfies the following rule which
is shown in the Eq.17 to take value.Correspondingly. Sample
label is the syndrome types of each sample, which is set as
,,,,, ,li9] be the label of
the sample, each element satlsfles the following rule which is
shown in the Eq.18 to take value.

{1, the j™ symptoms exists i=1.2.3.....31

0, the j’hsymptoms not exists
a7

j=1,2,3,...,9

|1, thelable of I; € the ™ class
N 0, otherwise

(18)

B. EXPERIMENT BASED ON ANN ALGORITHM AND
FULL-GROUP DATASETS

We used the ANN algorithm described in Section 2, and the
experimental data was from the full-group datasets described
in Section 3-A. 75% of the data was randomly selected as
training data, and 25% was used as test data. See Table 2.
One 321-dimension layer was included in the network as the
input layer. We designed nine fully-connected hidden layers,
and the end of the network was one 4-class Softmax layer as
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the output layer. In order to keep the optimization algorithm
robust and optimize efficiency, the dropout ratio was set
at 0.5, and the learning rate was set at 0.01. Meanwhile,
the initialization network weights were sampled in a Gaussian
distribution N(0, 0.01), and the bias was initialized to 0.
We used a min-batch size of 50, and the loss function was

defined as follows: £ = 2 m Z Ik — k||, where m represents

the number of the samples, lk 1represents the real label value
vector of the k™ training sample, y; represents the prediction
label value vector of the network. We defined the above model
as full-group ANN model which is based on ANN algorithm
and full-group datasets.

C. ADDITIONAL EXPERIMENTS BASED ON SUBGROUP
DATASETS AND ANN

The ABCD grading system is the latest COPD disease
assessment method suggested by the Global Initiative for
Chronic Obstructive Lung Disease (GOLD) [27]. The A
group patients have fewer symptoms and low risk, the B
group patients have more symptoms and low risk, the C
patients have less symptoms and high risk, and the D patients
have more symptoms and high risk. The patients with COPD
are divided into these groups by assessing abnormal pul-
monary function, future acute exacerbation risk, and com-
plications. We manually separated patients from full-group
datasets into the four subgroups using the diagnostic con-
clusions in the original data, i.e. A-group datasets, B-group
datasets, C-group datasets, and D-group datasets. Table 1 pro-
vides the details of the distribution of labels in each subgroup.
It should be noted that because many of the records did not
include a definite grouping diagnosis by clinicians, the total
number of datasets for the four subgroups was 8,173, which
was less than the number of full-group datasets. We also
chose 75% of the data from each subgroup as training data
and 25% as test data (as shown in table.2), and we used the
same ANN algorithm, the same network structure, and the
same super-parameters that were described in the Section 3-B
to train the four subgroups of data. Finally, the corre-
sponding models were defined as A-group ANN model,
B-group ANN model, C-group ANN model and D-group
ANN model.

D. COMPARISON EXPERIMENTS BASED ON TRADITIONAL
MACHINE LEARNING ALGORITHMS AND FULL-GROUP
DATASETS

For the purpose of comparison, we chose traditional machine-
learning algorithms (such as Softmax regression (SR),
Navive-Bayes (NB), K-nearest neighbor (KNN), and sup-
port vector machine (SVM)) to manage the classification
task. To make the comparison more objective, training data
and test data were both from the full-group datasets, 75%
of which were training data and the rest were test data.
Syndrome differentiation is a multi-classification task, and
SVM algorithms are usually used to resolve binary clas-
sification problems, so we had to improve the algorithm
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TABLE 1. The distribution of labels in each group.

Group L1 L2 L3 L4 L5 L6 L7 L8 L9

A_group 123 341 256 105 320 896 112 360 13
B_group 28 462 358 351 256 652 253 430 4
C_group 2 236 621 123 332 260 172 153 12

D_group 63 96 123 254 18 110 110 132 36
full_group 1247 3215 1641 1522 2864 3523 1456 3020 253

TABLE 2. The size of the training data and testing data in each group.

Group Total Size  Training Size  Training Ratio  Test Size  Test Ratio
full_group 18471 13766 75% 4685 25%
A_group 2526 1894 75% 632 25%
B_group 2794 2095 75% 699 25%
C_group 1911 1433 75% 478 25%
D_group 942 707 75% 235 25%

to deal with the multi-classification task described here.
In our improved scheme, we used nine classes in all sam-
ples, and we constructed a multi-classifier that consisted
of nine binary classifiers. We adopted a one-against-all
strategy and used a radial bias function (RBF) kernel.
We achieved the best value of a gamma function parameter
(38.21) and loss function parameter (58.00) by the grid-
search method. We defined the above models as the full-group
SR model, the full-group NB model, the full-group SVM
model, and the full-group KNN model. They were all based
on traditional machine-learning algorithms and the full-group
datasets.

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

A. THE PERFORMANCE OF THE FULL-GROUP ANN
MODEL

For the full-group ANN model, Fig.2 shows the curve of
accuracy and loss during the training process. The accuracy
was calculated in term of% x 100%, where Pr refers to
the number of correct predictions, and 7r refers to the total
number of test samples. We defined the maximum accuracy
of the training process as that of the model, and the accuracy
of full-group ANN model was 86.45%. In addition, according
to Table 1, the distribution of labels was unbalanced in our
experiments. To more objectively reflect the performance of

2pg Xk )
— PktTk

[28], [29] of all the experimental results, where py and i TEp-
resent the precision and recall of the labels, respectively, and
c indicates the number of label categories. Table 3 shows the
confusion matrix of the full-group ANN model. We can cal-
culate the precision and recall from the matrix, and the value
of the Fl-score of the full-group ANN model was 82.93%.
From the accuracy (86.45%) and the Fl-score (82.93%) of
the full-group ANN model, we conclude that ANN can be
useful for the construction of an ISD model of TCM that
can reach the middle level of TCM physicians. This paper
also provides a method for ISD for other diseases identified
by TCM.

all models in this paper, we report the F1-score ( Z
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(@)

(b)

FIGURE 2. The accuracy and loss cure of full-group ANN model.

TABLE 3. The confusion matrix of the full-group ANN model.

lable L1 L2 L3 L4 L5 L6 L7 L8 L9
L1 535 23 2 2 12 0 0 7 0
L2 23 | 623 4 1 0 1 1 0 1
L3 41 3 365 0 7 8 2 45 2
L4 2 41 3 364 0 36 0 0 35
L5 0 7 7 0 583 0 7 1 3
L6 23 42 1 1 0 661 0 0 21
L7 1 24 47 0 7 0 223 0 25
L8 10 8 25 12 35 1 0 624 0
L9 7 11 5 1 0 0 1 0 72

B. THE PERFORMANCE OF THE MODELS BASED ON
SUBGROUP DATASETS

Tables 4-7 report the confusion matrix of each subgroup
model. The precision and recall of each label in each model
can be calculated, as shown in the Fig.3. The results show that
the precision and recall of the subgroup models had a wider
range than the full-group model, which was, in the main, due
to more imbalance of the datasets in the subgroup datasets.
Nevertheless, the accuracies and the Fl-scores shown in
table8 show that the subgroup models one-up the full-group
model. It is well known that ANN provides a general data-
driven method to fit high-dimensional complex functions,
but the more complex and the higher dimensional the func-
tions are, the more data and computing space the network
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FIGURE 3. The precision and recall of the all labels of subgroup models
compared with full-group ANN model.

TABLE 4. The confusion matrix of the A-group ANN model.

lable L1 L2 L3 14 L5 L6 L7 L8 L9
L1 61 0 0 0 0 0 0 1 0
L2 1 86 0 1 0 1 0 0 1
L3 2 2 62 0 0 0 0 0 0
L4 1 0 0 42 0 1 1 0 0
L5 0 0 0 0 95 0 0 1 0
L6 1 0 2 0 0 156 O 0 0
L7 0 2 0 0 0 0 56 0 0
L8 0 0 0 0 2 0 0 47 0
L9 0 0 0 0 0 0 0 0 7

requires. Abstractly speaking, we can regard the full-group
ANN model based on the full-group datasets as a complex
function. Accordingly, the subgroup models trained by the
subgroup datasets express the above functions in segments.
In a sense, subgroup models can be thought to be piecewise
functions, which can reduce the order or dimension of more
complex functions and thereby reduce the exploration space
for the neural network and improve the model performance.
The strategy of submodeling is an important innovation in this
paper, which has proved by the additional experiments to be
effective for further optimizing the ISD of TCM.

C. THE PERFORMANCE OF THE MODELS BASED ON
TRADITIONAL MACHINE LEARNING ALGORITHMS

Table 8 shows the accuracies and the F1 scores of the all
traditional machine learning models compared with full-
group ANN model. The F1 scores are calculated from
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TABLE 5. The confusion matrix of the B-group ANN model.
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TABLE 7. The confusion matrix of the D-group ANN model.

L6 L7 L8

=
N=}

lable L1 L2 L3
L1 21

=
N
=
W

&
co~ocomooO
cococooco~gKoO
o—~ocr~ooRoo
—ocoococodo~o
oc—~oolgloocoo
cooclf@oocor~o
coRocococo~o
oNococ~cooco
“oococoocowr~o

TABLE 8. The performance of subgroup models compared with full-group
ANN Model according to Accuracy and F1-score.

Model Method Databases ~ Accuracy F1-score
full_group  ANN full_group 0.8645 0.8293
ANN datasets

Model

A_group ANN A_group 0.9683 0.9613
ANN datasets

Model

B_group ANN B_group 0.9657 0.8928
ANN datasets

Model

C_group ANN C_group 0.9791 0.9268
ANN datasets

Model

D_group ANN D_group 0.9149 0.9053
ANN datasets

Model

the information found in Fig.4, which shows the precision
and recall of all the labels of the models. Table 8 shows
that the full-group ANN model outperformed the traditional
machine-learning models, and Fig.4 shows that the precision
and recall of the full-group ANN model is more balanced for
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FIGURE 4. The precision and recall of the all labels of traditional machine
learning models compared with full-group ANN model.

TABLE 9. The performance of traditional machine-learning models
compared with full-group ANN model according to accuracy and Fi1-score.

Model Method  Databases Accuracy F1-score
full-group ANN full-group 0.8645 0.8293
ANN Model datasets

full-group SR~ SR full-group 0.7521 0.7235
Model datasets

full-group NB full-group 0.6782 0.6132
NB Model datasets

full-group KNN full-group 0.7748 0.6902
KNN Model datasets

full-group SVM full-group 0.5864 0.5875
SVM Model datasets

each label. The comparison experiment conclusively showed
that ANN is superior to the traditional machine-learning algo-
rithm in modeling the ISD of TCM.

V. CONCLUSIONS

In this paper, ANN was used to model the ISD of TCM for
the case study of COPD. We conducted the experiment with
a dataset composed of 18,741 real clinical records and a net-
work containing nine hidden layers, and the results showed
that the ISD could be used by the middle level of TCM
physicians. In addition, we built four subgroup models with
ANN and four subgroup datasets, and the subgroup models
achieved a better performance than the full-group model.
For comparison, we modeled the syndrome differentiation
by four traditional machine-learning algorithms to determine
which ANN was best for modeling intelligent syndrome
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differentiation. There continues to be significant work on the
optimization of the model. The following are important for
this work.

1) The size of the datasets is a critical factor for modeling.

The model of ISD can always benefit from a larger
dataset. It is believed that with the platform from which
data are constantly uploaded, the performance of the
model will be phenomenal.

2) The quality of data is the other important factor for

modeling. More professional TCM practitioners are
expected to manage the data cleaning for building pub-
lic datasets.

3) In the future, we will be also be committed to improv-

ing the algorithm. With the increasing data we can
augment the complexity of the network, and ensemble
learning is an alternative strategy
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