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ABSTRACT Identifying composite sketches with digital face photos is an important and challenging task
for law enforcement agencies. It has attracted a wide research interest in the face recognition area. In this
paper, we present a novel framework that identifies the photo corresponding to a given composite face
sketch. A coupled deep convolutional neural network, named Sketch-Photo Net (SP-Net) is proposed, which
is fed with a positive or negative photo-sketch pair. In the proposed SP-Net, the customized VGG-Face
network is adopted as base model and is followed by two branches, namely S-Net and P-Net, for sketch and
photo, respectively. The S-Net and the P-Net are able to learn discriminative features between the sketches
and the photos, regardless of the appearance gap by introducing the concept of elastic learning. In other
words, to extract the most important features from the input, the network needs to learn the relevant features
along with the irrelevant ones. To do so, higher dimension layers are used after the three 512 layers from
VGG-FaceNet. Since the network learns representative features, we decrease the dimension of the layers to
produce the most representative features. In addition, contrastive loss is employed to discover the coherent
visual structures between sketch and photo. Experimental results on E-PRIP face sketch dataset indicate that
the proposed network significantly outperforms the state-of-the-art composite sketch identification methods.

INDEX TERMS Composite sketch, hand-drawn sketches, convolutional neural network, contrastive loss.

I. INTRODUCTION
Face sketch identification is a challenging computer vision
task in criminal investigations. Due to the unavailability of
information such as images or video recording in some cir-
cumstances, law enforcement agencies are in urgent need of
an alternative method to catch suspects [1], [2]. Accordingly,
an automatic algorithm is one of the police urgent needs
for searching face archives to identify criminal suspects and
arrest them within a short period of time. In comparison with
captured faces using digital cameras that contain facial infor-
mation accurately, sketches only include basic information
such as shape, alongside some salient facial characteristics.

The veracity of a drawn sketch will mainly depend on the
oral descriptions given as input to the artist in addition to the
toolkits used by the artist for producing sketches. According
to the synthesis method, the sketch can be classified into three
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categories: viewed sketch, semi-forensic sketch and forensic
sketch.

� Viewed Sketches: In this modality of drawing sketch,
artists can look at a photo of the subject or the subject
directly. Therefore, these types of sketches contain rich
details of the original subject which in turn leads to better
accuracy.

� Semi-forensic sketches: In this method for drawing
sketches, the artist is allowed to see a photo of the subject
for a while and then is asked to draw the corresponding
sketch of the photo after a short while based on his
memory.

� Forensic sketches: This type of sketch can be drawn by
expert artists. Here, artists can draw the sketch based on
the description provided by an eye-witness.

Based on the synthesis tools, the sketch can be classified
into two categories: hand-drawn sketch [3], [4] and com-
posite sketch [5], [6]. Regardless how the sketch is being
generated, the quality of the sketch will mainly depend
on the experience of the artists and some other factors.
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The interpretation of hand-drawn low-quality sketches often
leads to under-constrained problems. Moreover, drawing a
hand-drawn sketch is a time-consuming task even for a skilled
artist.

Generating composite sketches can be done in short order
withmuchmore flexibility; this can be used if any changes are
to be incorporated into the generated sketch, without involv-
ing much human interaction. In the process of generating
sketches, drawing basic details that are subjective and depend
on the witness and artist [7]. Since the artists need to prepare
the sketches based on the verbal description offered by the
witness or victim, the prepared sketch might be wrong or
misinterpreted. Unlike face recognition area, in the sketch
identification domain only one sketch exists for each identity
which it makes unreliable in real-world situations.

II. RELATED WORKS
Due to the challenges and limitations mentioned in the
introduction Section, face recognition algorithms are not
robust enough to apply in sketch identification domain.
Many algorithms [5], [8], [9] relied on handcrafted features
before the emergence of deep learning-based approaches.
Therefore, traditional sketch recognition methods such as
multi-scale local binary pattern (MLBP) [10], histogram of
oriented gradient (HOG) [11] and scale-invariant feature
transform (SIFT) [12] were used to extract features from
sketch and photo. Liu et al. [8] utilized HOG and SIFT feature
descriptors to extract the facial features in both composites
and photos. They also detected 66 facial key points and split
the face into five key parts.

Han et al. [5] proposed a component-based frame-
work for matching composite sketch to photo. In this
approach facial landmarks are detected using an active shape
model (ASM) [13]. Features from a facial component are
extracted using multiscale local binary pattern (MLBP). Fur-
ther, to obtain the matching results, corresponding compo-
nents are matched and then fused. Mittal et al. [7] proposed
an algorithm based on combining facial features alongside
facial attributes such as skin color, gender, and ethnicity to
create a powerful classifier. They also used the combination
of fused DAISY [14] and HOG [11] features to extract local
facial features from the salient regions.

Deep neural networks have shown remarkable progress
over shallow learning methods for wide range of problems;
the continuous deployment of these methods is prevalent in
literature [15]–[18]. Therefore, due to the capability linked
to the optimal usage of convolutional neural networks, many
researchers apply deep neural networks instead of shallow
learning methods in sketch identification tasks. To learn
the deep shared latent subspace between sketch and photo,
Kazemi et al. [19] utilized a coupled deep convolutional
neural network model. They proposed an attribute-centered
loss to train their network to match facial attributes between
sketch and photo.

Galea and Farrugia [20] used a state-of-the-art model that is
pretrained for face recognition by applying transfer learning

to tackle the problem of forensic sketch recognition. In addi-
tion, to prevent over-fitting, a three-dimensional morphable
software was used to synthesize new images and artificially
expand the training data. Iranmanesh et al. [21] proposed a
coupled deep neural network architecture which utilizes eth-
nicity, hair, eye, and skin color. They also introduced a joint
loss function which is based on an identification-verification
model to identify facial attributes and verify a common
embedding subspace between sketch and photo.

In this paper, we propose a novel approach based on deep
neural networks to solve the problem of sketch identifica-
tion. The proposed coupled deep convolutional neural net-
work named Sketch-Photo Net (SP-Net) uses a pretrained
VGG-Face neural network as a base model. The SP-Net is
inspired by the Siamese neural network [22] and contains two
subnetworks, namely S-Net, to extract features from sketches
and P-Net, to consider photos. This network is fed a pair
consisting of a sketch and its corresponding photo, which
we refer to as a positive pair. Then to allow the network to
learn irrelevant features, a non-corresponding photo to sketch
a named negative pair is also used as an input to the SP-Net.
We also utilize the contrastive loss function [23] to make sure
that the positive pair achieves a higher prediction accuracy
than the negative pair.

The S-Net and the P-Net showed the ability to learn distin-
guishable features between the photo and the sketch, regard-
less of the modality gap by introducing the concept of elastic
learning. Our aim is to extract important and useful features
from the input and also to enable the network to learn the
most representative features among them, including either the
relevant or the irrelevant ones. This can be done by using
layers with a higher dimension after the three 512 layers in
the VGG-FaceNet. As the network learns all the features,
some of which being the least representative, we decrease the
dimensionality of the layers. This way, we are able to produce
the most representative features and our network can achieve
much better learning.

The contributions of the proposed method are summarized
as follows:

1) We propose a novel sketch representation learning
framework named SP-Net that is based on deep convolution
neural networks to solve sketch identification problems.

2) To discover the shared latent structure between sketch
and photo we present constructing image pairs to learn the
discriminative feature representation.

3) The proposed network is fully able to boost the bench-
mark for sketch identification; in addition, in terms of recog-
nition evaluation metric, it outperforms the state-of-the-art
performance.

4) To evaluate and guarantee the identification accuracy we
have created 2282 composite sketches for different face photo
datasets using the FACES [24] software.

The reminder of this paper is organized as follows:
Section III presents the proposed composite sketch identi-

fication network. Section IV introduces the datasets, evalua-
tion, and the experimental details. In Section V, we show the
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FIGURE 1. Architecture of the Siamese neural network.

superiority of our method compared with the state-of-the-art
algorithms. Finally, Section VI concludes this paper.

III. PROPOSED METHOD
A. SIAMESE NEURAL NETWORK
The Siamese neural network is a class of neural network
architectures that contains two or more identical subnet-
works. Identical here means that they have an identical con-
figuration with identical parameters and weights. Siamese
neural networks are popular among tasks that involve finding
a similarity or a relationship between two comparable items.
A Siamese neural network requires a pair of input, for exam-
ple, similar or nearly similar images, which is called a positive
pair and dissimilar images, or a negative pair, for learning the
distance margin. Figure 1 shows a typical Siamese network
with two images as input and a ground truth y, to deter-
mine the minimum or maximum distance between the two
images.

Generally, a Siamese network can be defined as a function
of f that can map each input I into an embedding posi-
tion x, given parameters θ . X = f (I ; θ ). Imagine that the
parameter vector θ contains all the weights and biases for
the convolutional and interior product layers; typically, it will
contain 1M to 150M parameters depending on the size of
the network. The main purpose of this function is addressing
the parameter vector θ such that the embedding produced
through f has desirable properties and place similar images
nearby. Selecting the right pairs of images in the training part
in the Siamese network can be essential to attain the best
performance for the network and faster model convergence.

B. PROPOSED S-NET AND P-NET
As there is a significant appearance difference between
sketches and images, traditional methods cannot be applied
directly to the sketch identification task. To address the
problem of appearance gap between a sketch and a photo,
the pretrained VGG-Face network is customized to develop
the proposed neural network. Therefore, the SP-Net is com-
posed of S-Net and P-Net. To consider digital photos, the final
three convolutional layers of VGG-Face are replaced with
one convolution layer of depth 4096, two convolution layers
of depth 2048 and two convolution layers of depth 1024.
To attain relative similarities, the proposed P-Net should

extract features to narrow down the appearance difference
between sketch and image.

Considering the limited information on the composite
sketches, after removing the final three convolution layers of
VGG-Face, three convolution layers of depth 4096, 2048, and
1024 were added respectively. From a loss back propagation
perspective, the influence of the sketch on losses should be
more pronounced than the photo to distinguish joint latent
structures.

C. LOSS COMPUTATION
Using deep learning techniques, losses vary from one model
to the other. For instance, triplet loss [15], hinge loss [25] and
contrastive loss [23] can be used to get the required output
of the network. In order to measure the similarity between
the pair consisting of a photo and a sketch, we deployed the
contrastive loss.

The features extracted from the sketch and the photo are
compared using contrastive loss. In the case of a positive pair,
the target is defined as zero, as both inputs are identical. For
the negative pairs, the distance between the pair of latent is
larger than zero and can be assumed to be one in the case
of the Cosine distance or the regularized Euclidean distance.
As mentioned already, the main goal of the Siamese neural
network is to differentiate between input images. Hence,
a classification loss such as cross entropy [26], which mea-
sures the performance of a classification model whose output
is a probability value between zero and one cannot be the
correct selection. Instead, this architecture is better suited to a
contrastive loss. Intuitively, measuring how well the network
can distinguish a given pair of images is the aim of contrastive
loss.

The contrastive loss is formularized as a function L(w, Y ,
xp, xs) that is able to evaluate the similarity between xs and
xp, where xs and xp are the outputs of the S-Net and P-Net,
respectively. Equation 1 defines the parameterized distance
function to be learned,Dw, between xp and xs as the Euclidean
distance. The function L holds similar images close and
keeps dissimilar images further apart. Equation 2 exhibits the
definition of the loss on training pairs of images and sketches
where p shows the number of training pairs and i indicates the
index of pairs. We defined Y as a binary label for pairs.

Dw
(
xp, xs

)
=
(∥∥xp − xs∥∥2) (1)

L
(
w,Y , xp, xs

)
=

p∑
i=1

L
(
W , (Y ,XP,Xs)i

)
(2)

In Equation 3, LP is used for a positive pair and LN is
linked to negative pairs. The label Y = 1 (negative case)
is used for dissimilar images and the corresponding sketch
or the negative pair and the label Y = 0 (positive case) for
similar images and the corresponding sketch or the positive
pair. In a positive pair case, the right-hand additive part is set
to zero. Therefore, the output of the loss is calculated through
the distance between two similar pairs. If the training image
and the sketch are similar, the distance will be decreased as
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FIGURE 2. Contrastive behavior for similar and dissimilar pairs.

the SP-Net learns. In Equation 4, while the pair consisting of
a sketch and a photo are dissimilar, Y = 1, and the first term
of the equation is set to zero; meanwhile, m is selected as
the threshold between positive and negative pairs. A larger m
pushes similar and dissimilar pairs further away. In this work,
m has been selected as being equal to one. The learning of
the network should not be overly impacted by setting m to
any value; therefore, we adjusted m to this value based on the
best results.

L
(
w,Y , xp, xs

)
= (1− Y ) · LP

(
Diw
)
+ Y · LN

(
Diw
)

(3)

Consequently, the contrastive loss function can be defined
as follow:

L
(
w,Y , xp, xs

)
= (1− Y ) ·(Dw)2 + Y · {max (0,m− Dw)}2

(4)

Equation 4 represents the two states for different inputs in
Pair-Network based on Figure 2. The contrastive loss function
for the similar pairs is shown in Figure 2. Therefore, per each
positive and negative pair of inputs there are two different
values for the loss function. IP and IS are defined as the image
and sketch inputs respectively.

L
(
Ip, Is

)
=

{ (
||xp+ − xs||2

)2 Y = 0(
max

(
0,m− ||xp− − xs||2

))2 Y = 1

}
(5)

D. PROPOSED NETWORK ARCHITECTURE
To tackle the sketch identification challenge, we propose a
coupled deep convolutional neural network named SP-Net.
The main objective of the proposed SP-Net is to find the
photos that are most similar to the sketch. Compared to
the state-of-the-art networks, the proposed SP-Net contains
two subnetworks: S-Net and P-Net. The proposed S-Net is
used for extracting the features from composite sketches
and the P-Net is applied on positive and negative pho-
tos. The novelty of the proposed SP-Net is that the S-Net
and P-Net do not share parameters. This means that they
are different networks and they work on different types of
inputs.

The input of the network is a pair of images and sketches.
In this work, a negative pair and a positive pair are used as
inputs to the network. A positive pair contains a sketch and its

FIGURE 3. Positive and negative input pairs to the proposed SP-Net. (a) A
positive input pair includes a sketch and its corresponding photo, (b) a
negative input pair consists of a sketch and a photo that does not
correspond to the sketch.

corresponding photo and a negative pair includes a sketch and
a photo that does not correspond to the sketch. Figure 3 dis-
plays different types of input pairs to the SP-Net.

As can be seen in Figure 3, XP is defined as features
that are extracted from the photos corresponding, and not
corresponding, to the sketch using P-Net. XS is also defined
for features that are extracted from sketches using S-Net.
Unlike in the face recognition field, in sketch identification
only one sketch exists for each identity. The problem of
having just one sketch for each identity is that it creates
difficult conditions for the network to learn distinct features.
To alleviate this problem and help the network to learn more
irrelevant features, negative photos are used as an input to the
model.

The distance between XP and XS is calculated using
the Euclidean metric which in the identification approach
determines the closest image to each sketch. In this work,
the problem is modeled as one of sketch-photo identification-
similarity. Thus, the proposed SP-Net compares the input
sketch with all photos in a dataset aiming to find the photo
corresponding to the given sketch. It can basically be defined
as a (1× N ) comparison. As mentioned before the proposed
network is inspired by the Siamese network architecture
which has two CNNs with which that they are trying to
minimize the output of a contrastive loss for positive pairs
and also to maximize that for negative pairs. The over-
all architecture of the proposed SP-Net can be visualized
in Figure 4. In Figure 4, IP+ belongs to the positive images
and IP− belongs to the negative images. In addition, IS can be
defined as a sketch input of the SP-Net.

The proposed SP-Net includes a VGG-Face network as its
base model followed by two branches, S-Net and P-Net for
sketch and photo respectively. The S-Net and P-Net showed
the ability to learn distinguishable features between the sketch
and the photo, regardless of the appearance gap by intro-
ducing the concept of elastic learning. This concept is based
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FIGURE 4. Architecture of the proposed coupled deep convolutional neural network. S-Net (upper network) and P-Net (lower network) to
learn distinguishable features between the sketch and the photo, regardless of the appearance gap by introducing the concept of elastic
learning.

on extracting the most important and representative features
from the input.

The Elastic learning allows the network to learn the irrel-
evant features alongside the relevant ones, by increasing the
featuremap’s dimensionality following the three 512 layers in
the VGG-FaceNet. It is then scaled down to a lower dimen-
sion, so the most representative features are produced. The
rationale for picking out different numbers of convolution
layers in the S-Net and P-Net is that photos include much
more information than sketches. Therefore, in this work dif-
ferent numbers of convolution layers are selected to limit the
split between sketches and photos. In addition, the impact
of sketches on loss should be more pronounced than that of
photos to determine the common latent structures.

To adopt the sketch identification task, a contrastive loss
function is used to discover the discriminative features of
different training pairs. In order to calculate the distance,
features should be reshaped and flattened. Three fully con-
nected layers are also used to maintain the feature as much
as possible. The proposed SP-Net is designed to ensure that
the positive image pair is close to zero and the negative image
pair is close to one.

IV. EXPERIMENTS
A. DATASETS DESCRIPTION
We evaluated the performance of identification sketches
using the proposed network on the E-PRIP [7] dataset. This
dataset contains 123 composite sketches and photos, each
of them from the AR database [1]. The E-PRIP dataset can
be divided into four different collections based on drawing
composites by using different artists. One batch was drawn
by an American user using the FACES toolkit and two col-
lections were drawn by Asian artists using the FACES and
Identi-Kit [27] toolkits. Another set was generated using
FACES with an Indian user. To compare the performance

of our method in terms of recognition with the stat-of-the-
art algorithms, we used the Indian version of the E-PRIP
dataset.

For this purpose, we also utilized multiple face datasets
to generate their corresponding composite sketches to guar-
antee the performance of the proposed SP-Net. All sketches
had been generated using the FACES toolkit by experts at
the Chonbuk National University (CBNU). To draw com-
posite sketches we selected some datasets such as: the
Chinese University of Hong Kong (CUHK) [1], FEI [28],
CASPEAL [29] (only 561 identities were drawn),
MGDB [30], AR, FERET [31] (only 166 identities were
drawn), and SCface [32]. The information in some of the
datasets used in this study is described below.

The FEI face database contains 200 individuals. The num-
ber of male and female subjects is the same and equal to
100. In this dataset, all the images are color and taken against
a white homogenous background. The original size of each
image is 640×480 pixels. For each face in this dataset, there
is a sketch drawn by the FACES software at the CBNU. The
CUHK Face Sketch database (CUFS) is aimed at research on
face sketch synthesis and face sketch recognition. This dataset
includes 188 subjects from the CUHK student database. The
CUHK face dataset contains three sub datasets such as AR
with 123 subjects, XM2VTS [1]with 295 subjects andCUHK
with 188 subjects.

The National Hi-Tech Program and ISVISION by the Face
Recognition Group of JDL, ICT, and CAS have created a
face dataset called CASPEAL. Currently, the CASPEAL face
database [29] contains 99,594 images of 1040 individuals
with 595 males and 445 females. The images in this dataset
were captured with varying pose, expression, accessory, and
lighting (PEAL). Among all images in this dataset, 561 com-
posite sketches have been drawn by utilizing the FACES
software at CBNU.
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FIGURE 5. Examples of photos and corresponding composite sketches from different datasets drawn by experts at the Chonbuk National University.
(a) Photos and composites from an AR dataset, (b) generated composites for images in the FEI dataset, (c) shows the sample of photos and composites
from the CASPEAL dataset, and (d) photos and corresponding composites sketches from the CUHK dataset.

TABLE 1. Summary of datasets for sketch identification.

All possible datasets and their pairs of images and
sketches are summarized in Table 1. Figure 5 exhibits several
photo samples and their corresponding composite sketches
from some of datasets mentioned above. All the composite
sketches drawn using the FACES toolkit where only the
E-PRIP dataset is publicly available and the others are private.

B. DATA AUGMENTATION
As the number of sketch datasets available is limited, sketch
identification became a challenging task in various aspects.
Tomitigate the issue of limited availability for sketch datasets
and to prevent overfitting in this study, we utilized data aug-
mentation techniques such as flipping and scaling. Therefore,
composites are scaled by 0.2 percent and flipped horizon-
tally. Figure 6 illustrates the original image with six similar
sketches that are generated through data augmentation.

C. DATASET SETUP
The gallery set for all experiments includes the whole dataset,
as explained in Section III A of this paper. We used the
Indian version of the E-PRIP dataset with 123 identities to
compare the performance of our network against state-of-the-
art methods.

In the first setup, called D1, 48 subjects were used for train-
ing, and 75 subjects selected randomly to test the network in
which composites are drawn by FACES software. D2 is the
second experiment to define the CUHKdataset with 188 pairs
where the composites are drawn using the FACES toolkit
at the CBNU. From this dataset 88 identities were selected

TABLE 2. Detailed information of the datasets used for training and
testing.

randomly for the training part and 100 subjects for testing the
network.

In the third experiment, called D3, the FEI dataset with
200 subjects, was divided into training with 80 and testing
with 120 subjects. In the fourth order, 561 photos out of
1040 from the CASPEAL dataset were selected randomly to
draw corresponding sketches. This setup is called D4 and is
then divided into training set with 261 and testing set with
300 sketches.

In the fifth experiment, named D5, only 166 images from
the FERET face dataset were used to draw corresponding
composite sketches. The training set includes 76 photos and
sketches, while the test set contains 90 identities. Using
123 images from the AR dataset another group called D6 is
created. The generated composite from the AR dataset is
divided into a training set with 48 identities and a test set with
75 identities. MGDB is another face dataset with 96 identities
with their corresponding composite that are generated for
each subject namedD7. The training set includes 40 identities
and test set consists of 56 subjects.

In the last group, called D8, the SCface dataset containing
123 characters is divided into two parts; training the network
with 48 identities, and testing with 75 subjects. Table 2 pro-
vides a layout of the datasets used in our work.

V. RESULTS
A. EXPERIMENT DETAILS
The implementation of the proposed architecture was realized
using the Keras [33] deep learning library and four NVIDIA
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TABLE 3. Identification accuracies (%) on the E-PRIP sketch database.

TITAN X GPUs. We resized the images and sketches to
224 × 224 during both the training and testing phases. The
number of training batch sizes was to 20 while checking
the best performance during training. The Euclidian distance
metric (L2) is used for any incoming pairs with the learning
rate set to 0.001. The best performance was found on the
100th epoch and the stochastic gradient descent (SGD) used
as an optimizer in this study. To help the network learning
improve, 40 negative pairs and seven positive pairs using
augmentation techniques were utilized for each composite
sketch and corresponding photo.

B. QUANTITATIVE RESULTS
In the E-PRIP dataset, the reported accuracy [7] in rank-
10 using sketches generated by the Indian artist with the
FACES software was 58.4%. In addition, the accuracy [27] of
the recognition sketches by the Asian user using the Identikit
software was 53.1%. Regarding facial attributes they used the
attribute feedback algorithm. The proposed algorithm outper-
forms [34] rank-10 by almost 60.2% while exploiting facial
attributes. However, SGR-DA [35] without utilizing facial
attributes achieved a 70% accuracy on the E-PRIP dataset
using the IdentiKit software.

Compared with the mentioned results, the proposed
attribute-centered loss algorithm by Kazemi et al. [19]
reported a 73.2% accuracy using E-PRIP sketches generated
with the FACES toolkit and a 72.6% accuracy for sketches
drawn by the IdentiKit software. the attribute-centered loss
reported 68.6% without using facial attributes. In addition,
Kazemi et al. used a contrastive loss during the training of
the proposed network and the result was a 65.3% accuracy
on FACES and a 64.2% accuracy on IdentiKit.

The proposed SP-Net yielded a result that surpasses the
state-of-the-art accuracy. Accordingly, the proposed deep
coupled neural network illustrates the significant perfor-
mance of 80.0% without utilizing any facial attributes on
the E-PRIP dataset. Table 3 demonstrates the identification
accuracy of the E-PRIP dataset in different ranks. In addition,
the recent other methods that used deep neural networks with
significant accuracy are mentioned for comparison as well.

FIGURE 6. Examples of augmented composite sketches using various
data augmentation techniques.

To guarantee the result of the proposed SP-Net, both sub-
networks (S-Net and P-Net) only used the VGG-FaceNet
structure without replacing any of the convolution layers; the
performance of this modality being unremarkable compared
to state-of-the-art results.

The performance of the proposed method is displayed
in Figure 7, comparing it with the state-of-the-art algo-
rithms on the E-PRIP dataset. The performance of the pro-
posed method was compared with the state-of-the-art results
through the attribute-centered loss in rank-10.

C. MORE EXPERIMENTS
In this study, we used various private sketch datasets to evalu-
ate the robustness of our proposed deep coupled network. The
CUHK dataset includes 188 subjects with 88 identities used
for training and 100 subjects selected to test the network. The
recognition accuracy was 66.3% in rank-10. Using 80 sub-
jects of the FEI dataset as training samples and 120 compos-
ites for testing the network, we achieved a 65.5% accuracy in
rank-10. From the 123 photos of the SCface dataset we used
48 subjects for training and 75 identities to test the network.
The recognition accuracy for this dataset was 51.7% in rank-
10. Among the 123 images from the AR dataset, 48 subjects
were used to train the network and 75 subjects for testing. The
proposed SP-Net reached a 74.2% accuracy in rank-10.
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FIGURE 7. Comparison of the proposed method with other recent works
in different ranks.

TABLE 4. Identification accuracy (%) on private sketch datasets in
different ranks.

One of the largest face datasets that is used in this work is
the CASPEAL database. This dataset consists of 1040 identi-
ties, and only 561 composites of the images from this dataset
have been generated. Since the quality of face images in this
dataset are poor, recognition accuracy was only 41.5% in
rank-10 by allocating 261 identities for the training of the
proposed network and 300 identities for testing.

The FERET face dataset includes 1194 identities, but
166 composites for this dataset have been generated. For
training, 76 identities were used, and 90 composites were
selected randomly for testing. To evaluate the proposed net-
work under normal conditions, faces were not cropped which
may degrade recognition. The reported accuracy of sketch
identification in the FERET dataset is 33.81% in rank-10.
Another face dataset used in this work is MGDB, which
contains 96 identities. 40 composites of this dataset were used
for training and 56 composites for testing.

The recognition accuracy was 85.1% accuracy in
rank-10. Table 4 provides information on the identification
performance of the proposedmethod on eight different sketch
datasets for various ranks. While the proposed SP-Net trained
only on a small number of images and sketches andwas tested
on totally unseen data, the remarkable accuracy achieved
indicates the stability and robustness of the proposed net-
work.

D. QUALITATIVE RESULTS
Sample ranking results are presented across datasets to show
the performance of themethod in composite sketch identifica-

FIGURE 8. The effect of proposed network in sketch-photo identification.

FIGURE 9. Depiction of the failure cases to recognize by proposed
network.

FIGURE 10. Comparison between a sketch and its corresponding photo
for the failure cases. (a) Composite sketch from the E-PRIP dataset drawn
by the Indian user. (b) Photo not corresponding to the sketch and
(c) corresponding photo for the sketch.

tion as well as the failure identification results in Figure 8 and
Figure 9. It is apparent from the ranking results that the
proposed method has an adequate recognition ability due to
the rank-1 retrieval. However, the failure identification cases
linked to the artist drawing skills as shown in Figure 10.

As visualized in Figure 10 the sketch drawn is very similar
to the non-corresponding photo compared with the original.
Likewise, in Figure 9 all photos are almost similar to the
sketch provided. The failure cases are mostly attributable to
the sketch quality rather than the learning paradigm or the
network’s identification capability.

VI. CONCLUSION
Weproposed a novel algorithm for the composite sketch iden-
tification task. First, a pretrained deep neural networkwas uti-
lized for feature extraction from both composite sketches and
photos. The proposed SP-Net consists of two subnetworks,
namely S-Net and P-Net, that extract features from sketches
and photos, respectively. We used a contrastive loss to learn
similarity or dissimilarity between images and composites.
We attempted to minimize the distance for the positive pairs
and maximize the distance for the negative pairs. Accord-
ingly, the Euclidean distance algorithm was selected as the
metric for comparing features. In the test part, every com-
posite was considered with a number of images to find the
smallest distances between these based on the rank.

The proposed method advances the state-of-the-art across
the E-PRIP dataset in rank-1 (28.3%), rank-5 (53.1%) and
rank-10 (80.0%). To prove the robustness of the proposed
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network we applied our algorithm on seven different private
datasets, and we obtained significantly higher accuracies for
various ranks. Further, adapting this approach to hand-drawn
sketch recognition and composites generated through the
Identikit software is another avenue in the future for more
significant research.
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