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ABSTRACT Recently, reversible image data hiding with contrast enhancement (CE) has been proposed
so that a contrast-changed image can be converted to its original version when needed. Several reversible
image CE methods have been proposed by adopting the technique of reversible data hiding (RDH) to
embed the recovery information into the contrast-enhanced images. In these methods, the 1D histogram
is calculated and then modified to achieve the effects of histogram equalization (HE). Meanwhile, the 2D
histogram has been used in image CE and demonstrated remarkable advantages in improving the image
quality. In this paper, the method based on the 2D histogram modification is proposed to perform image
CE and RDH simultaneously. In particular, a preprocessing strategy is developed to merge the adjacent bins
in 2D histogram to prevent the overflow and underflow of the pixel values due to HE. The changes made in
preprocessing is minimized by choosing the lowest bins for merging, while the CE effects can be achieved
by expanding the highest bins for data embedding. The experimental results on two sets of test images have
clearly demonstrated the efficacy of the proposed method for reversible image CE. The evaluation results
are given to show its superior performances in CE and image quality preservation by comparing with the
state-of-the-art approaches.

INDEX TERMS Image enhancement, reversible data hiding, 2D histogram, image quality.

I. INTRODUCTION
Contrast enhancement (CE) is a useful technique to improve
the visibility of image content. For better interpretation of
those images with limited dynamic range, CE is often per-
formed to bring out unclear details. The technique of image
CE has received much attention and been widely used in
industrial and medical imagery (e.g., [1]–[5]). Among the
methods have been proposed, one popular procedure is his-
togram equalization (HE) (e.g., [6], [7]).

A brief survey of the early image CE methods is pre-
sented in [8], where a HE based framework is proposed by
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regarding CE as an optimization problem. In [9], a two-
dimensional (2D) HE algorithm is proposed to utilize con-
textual information around each pixel to enhance the contrast
of an input image. In [10], 2D histogram is further equalized
for contextual and variational CE. Similarly, the gray-level
differences between adjacent pixels are amplified in [11] by
modifying the 2D histogram for CE. Moreover, saliency is
preserved in automatic CE to prevent excessive enhancement
in [12], while entropy measures calculated from the distri-
bution of spatial locations of gray levels are used for CE
in [13]. Entropy measures are also employed in the trans-
form domain (e.g., [14]) to achieve both local and global CE
effects. In [15], a general framework is proposed to accelerate
the histogram-based image CE by selective down-sampling,
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FIGURE 1. A flowchart of reversible image data hiding with contrast
enhancement.

while two algorithms to detect the CEmanipulations in digital
images are further developed in [16].

As quite a lot of methods are developed for image
CE, reversibility of image CE has been recently real-
ized. In [17]–[25], several schemes have been proposed
by using the technique of reversible data hiding (RDH)
(e.g., [26]–[39]) to embed recovery information into the
enhanced images. By performing image CE based on RDH,
the effects of HE can be achieved during the process of data
embedding. After that, the original image can be exactly
recovered after extracting the hidden data. As shown in Fig-
ure 1, the original version of a contrast-changed image can be
recovered without using any extra information. Such a prop-
erty is appealing because image CE can be conducted without
any information loss. In addition, extra data can be hidden
into contrast-enhanced images to enable more functionalities
such as authentication and annotation.

To the best of our knowledge, the first attempt to achieve
HE effects by RDH was made in [17], where the highest
two bins in one-dimensional (1D) histogram are chosen to be
expanded into two adjacent bins for data embedding, respec-
tively. By repeating the process of data embedding, the effects
of HE can be achieved. But artificial distortions may be
caused after conducting the preprocessing to prevent the over-
flows and underflows of pixel values due to bin expansion.
To alleviate the visual distortions, an improved RDH method
is proposed in [18] by setting an upper bound of the rela-
tive contrast error defined in [40]. Moreover, another RDH
method is proposed for medical images in [19] to reduce
the distortions introduced by preprocessing. In [20], an auto-
matic CE method is proposed by using RDH. Moreover,
RDH is conducted in medical images to enhance the contrast
of texture area in [21]. In [22], image contrast is improved
by making the histogram shifting process adaptive to the
distribution characteristics. In addition, reversible CE of the
region of interest and tamper localization for medical images
are achieved in [23]. In [24], a new preprocessing strategy is
proposed by preserving the orders of pixel values to achieve
better visual quality. In [25], the algorithm proposed in [20]
is equipped with brightness preservation so that better visual
effects can be achieved.

To improve the performance in terms of the peaked
signal-to-noise ratio (PSNR) value versus data hiding

rate, RDH based on 2D histogram has been developed
(e.g., [27]–[29]). However, reversible image CE based on
2D histogram has not been reported, though 2D histogram
has been used in [9]–[11] and demonstrated remarkable
advantages in improving image quality. Nevertheless, it is
not an easy task to perform reversible image CE based
on 2D histogram due to the following reasons. Firstly,
as reported in [41], it is not accurate to measure the quality
of contrast-enhanced images with PSNR, which is popularly
used in performance evaluations of the conventional RDH
methods. Secondly, the RDH methods proposed in [27]–[29]
are performed in prediction value domain while the image
CE schemes are developed in spatial domain. So directly
applying them in the prediction error domain may not achieve
satisfactory CE effects. Thirdly, preprocessing should be con-
ducted on 2D histogram to avoid overflow or underflow of
pixel values due to HE, but only 1D histogram is modified in
the previous methods in [17]–[25].

To cope with these issues, a method for reversible image
CE is proposed based on 2D histogram modification. To pre-
vent overflow or underflow of pixel values due to HE, a new
preprocessing is developed to shrink a 2D histogram. At each
step, the adjacent rows/columns of bins in 2D histogram are
merged, while the changes are minimized by choosing the
lowest bins for merging. Meanwhile, the bookkeeping is gen-
erated to record the original values of those pixels contained
in a merged bin. As a matter of fact, a bin in 1D histogram
consists of a column and a row of bins in 2D histogram that
correspond to the same pixel value. In the proposed prepro-
cessing, a column is unnecessarily chosen with a rowwith the
same pixel value so that generally less bookkeeping needs to
be recorded. Similarly, the constraint on choosing the bins to
be expanded for data embedding is also relaxed so that higher
embedding rate can be achieved. We applied the proposed
method on two sets of test images, and the obtained exper-
imental results demonstrated its efficacy for reversible image
CE. By comparing with the methods in [17], [19], [20], [24],
the evaluation results on CE, reversible data hiding and image
quality preservation are provided to show the performances of
the proposed method.

The rest of this paper is organized as follows. In the next
section, a new reversible image CE method based on 2D
histogram modification will be presented. The experimental
results on two sets of test images will be given in Section III,
including the performance comparisons with the existing
methods. Finally, we draw a conclusion in Section IV.

II. REVERSIBLE IMAGE CONTRAST ENHANCEMENT WITH
A 2D HISTOGRAM
In this section, a newmethod is proposed for reversible image
data hiding with CE based on 2D histogram modification.
Firstly, the procedure of calculating a 2D histogram from
an image to be enhanced is introduced. Then a preprocess-
ing strategy is developed to shrink 2D histogram while the
changes made in preprocessing are recorded by generated
the bookkeeping. After that, a data embedding algorithm is
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FIGURE 2. A 2D histogram calculated from test image ‘‘Lena’’.

presented to modify the preprocessed 2D histogram so that
the bookkeeping and other necessary information required for
original image recovery can be embedded. Finally, the proce-
dure of converting a contrast-enhanced image to its original
version is presented while the steps of implementing the
proposed method are described in details.

A. GENERATING 2D HISTOGRAM FROM IMAGE
To calculate 1D histogram from a grayscale image, the occur-
rences of every possible pixel value are counted by scan-
ning the image. To calculate 2D histogram, normally the
occurrences of two adjacent pixel values are counted so
that location information is taken into account. For instance,
a pixel and the one to the right form a pair, and the
non-overlapping pixel pairs in the image are scanned one
by one. For a grayscale image, a 2D histogram H =

{h(0, 0), · · · , h(255, 255)} is calculated after counting the
number of each pair of pixel values, where h(i, j) rep-
resents the number of pixel pairs with value (i, j) while
i ∈ {0, · · · , 255} and j ∈ {0, · · · , 255}. The 2D histogram
calculated from test image ‘‘Lena’’ is illustrated in Figure 2
in two different ways. When illustrated as a mesh, the non-
empty bins are visualized and the bin heights are plotted in
the 2D plane. When illustrated as a binary image, only the
locations of non-empty bins can be identified.

In such a 2D histogram, the pixel pairs contained in the
same row of bins have the same pixel value on the right, while
the pixel pairs contained in the same column of bins have the
same pixel value on the left. Obviously, a bin in 1D histogram
is equivalent to a column and a row of bins in 2D histogram
with the same pixel value on the left or right of a pixel pair,
respectively. In Figure 2, the non-empty histogram bins are
roughly distributed along the diagonal, where the pixel pairs
consisting of two identical values are contained, indicating
that high correlations exist between the neighboring pixels.

B. PREPROCESSING
The purpose of preprocessing is to prevent the overflow
and underflow of pixel values due to histogram shifting
for HE. So a margin should be emptied along the bound-
ary of 2D histogram, as shown in Figure 3 where the
margin width is set to 50. To shrink a 2D histogram,
it is natural to merge the adjacent rows and the adjacent
columns. To minimize the changes made in bin merging,
the row/column containing the lowest bin height (i.e., the sum

FIGURE 3. A 2D histogram generated from the preprocessed image
‘‘Lena’’ by setting the margin width to 50.

FIGURE 4. Histogram shifting directions in the proposed preprocessing.

of bin heights in the same row/column) is chosen to be
merged with its adjacent row/column. By repeatedly merg-
ing the adjacent rows/columns for S times on each side
of the 2D histogram, a margin with a width of S can be
vacated around the non-empty bins. Meanwhile, the book-
keeping is generated to record the changes. A 2D histogram
obtained from the preprocessed image ‘‘Lena’’ is illustrated
in Figure 3.

As a bin in 1D histogram is equivalent to a column and a
row in 2D histogram that correspond to the same pixel value,
the preprocessing on 1D histogram (e.g., the one in [24])
is actually applied on the combination of a column and a
row having intersection on the diagonal. With 2D histogram,
the constraint is relaxed by separately choosing the columns
and rows to be merged. As shown in Figure 4, the column
corresponding to pixel value a is chosen to be merged with
its adjacent column while the row corresponding to pixel
value b is chosen to be merged with its adjacent row in
preprocessing. Similarly, the column corresponding to pixel
value c and the row corresponding to pixel value d are also
chosen to be merging with the adjacent column/row. In the
case of 1D histogram, a is equal to b while c is equal to d ,
as shown in Figure 4(a). With 2D histogram, a is unneces-
sarily equal to b and c is unnecessarily equal to d , as shown
in Figure 4(b). To minimize the number of pixel pairs con-
tained in the merged row/column, the row/column with the
lowest bin height are separately chosen on each side of
2D histogram.

Now we introduce how to generate the bookkeeping to
record the changes made in 2D histogram shrinkage. Sup-
pose that column a contains the minimum number of pixel
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FIGURE 5. Histogram equalization directions in the proposed method.

pairs among the columns with value less than 128, as shown
in Figure 4(b). If there is no non-empty bins in column a,
only the value a and a bit value 1 (indicating that column a
is empty) need to be recorded. For those pixel pairs where
the left pixel value is less than a, the left pixel value is
added by 1 so that the empty column is shifted to the left
of the non-empty columns. Otherwise, if there is at least one
non-empty bin contained in column a, the value of a, a bit
value 0 (indicating that column a is non-empty) and a string
of bit values need to be recorded. The length of the string
is equal to the number of pixel pairs contained in column a
and column a + 1. By scanning all pixel pairs one by one,
a bit value 1 is recorded for a pixel pair contained in column
a while a bit value 0 is recorded for a pixel pair contained in
column a+ 1.
For pixel pairs contained in column a, the left pixel value

is added by 1. The pixel pairs contained in column a+ 1 are
unchanged so that the two adjacent columns are merged. For
pixel pairs where the left pixel value is less than a, the left
pixel value is also added by 1 but no bit value needs to be
recorded. As a result, an empty column is generated to the left
of the non-empty columns. Similarly, column c and column
c − 1, row b and row b + 1, row d and row d − 1, can be
merged according to the directions as shown in Figure 4(b) to
shift or generate an empty row/column to the right, below and
above the non-empty columns/rows, respectively. By repeat-
edly merging the adjacent rows/columns for S times on each
side of the 2D histogram, a margin with a width of S can
be vacated around the non-empty bins. Then the generated
bookkeeping is concatenated with its total length and the
value of S, which are to be embedded during the process of
CE for original image recovery.

C. DATA EMBEDDING WITH 2D HISTOGRAM
To perform data embedding, a row or a column of bins
in 2D histogram are expanded at the same time. Specifically,
a combination of the row and column with the maximum
number of pixel pairs are chosen at each time. Suppose that
column p, column r , row q and row s contain the maximum
number of pixel pairs among those columns/rows less than
128 or larger than 127, as shown in Figure 5(a), where p < r
and q < s. For a pixel pair with value (i, j) contained in the

selected rows or columns, its value is modified to (i′, j′) for
data embedding by

(i′, j′) =



(i+ ba, j+ bb), if i = r and j = s
(i− bc, j+ bd ), if i = p and j = s
(i− be, j− bf ), if i = p and j = q
(i+ bg, j− bh), if i = r and j = q
(i+ bi, j+ 1), if i = r and j > s
(i+ bj, j), if i = r and q < j < s
(i+ bk , j− 1), if i = r and j < q
(i− bl, j+ 1), if i = p and j > s
(i− bm, j), if i = p and q < j < s
(i− bn, j− 1), if i = p and j < q
(i+ 1, j+ bo), if j = s and i > r
(i, j+ bp), if j = s and p < i < r
(i− 1, j+ bq), if j = s and i < p
(i+ 1, j− br ), if j = q and i > r
(i, j− bs), if j = q and p < i < r
(i− 1, j− bt ), if j = q and i < p,

(1)

where any of {ba, bb, · · · , bs, bt } is a bit value (0 or 1) to be
embedded and its value varies according to the data stream
to be hidden. As shown in Figure 5(b), any of the chosen
rows/columns is expanded into two adjacent rows/columns.
To prevent the expanded rows/columns from being over-
lapped with the surrounding rows/columns, those pixel pairs
that are not included in the selected rows and columns are also
modified by

(i′, j′) =



(i, j), if p < i < r and q < j < s
(i− 1, j), if i < p and q < j < s
(i+ 1, j), if i > r and q < j < s
(i, j− 1), if p < i < r and j < q
(i, j+ 1), if p < i < r and j > s
(i+ 1, j+ 1), if i > r and j > s
(i+ 1, j− 1), if i > r and j < q
(i− 1, j+ 1), if i < p and j > s
(i− 1, j− 1), if i < p and j < q.

(2)

After processing all pixel pairs in the image, the non-empty
bins are shifted toward the boundary of 2D histogram. The
same process is repeated by expanding those rows/columns
containing the maximum number of pixel pairs for S times in
total. As a result, the histogram is spread over the 2D plane so
that the effects of CE can be achieved with data embedding.
Note that only one parameter (i.e., the margin width S) needs
to be set for preprocessing and data embedding. Besides the
information required for recovering the original image, extra
data can be also hidden into the enhanced image.

D. DATA EXTRACTION AND IMAGE RECOVERY
Given that the values of those rows and columns that
have been expanded in Figure 5 (e.g., {p, q, r, s}) are
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provided, the histogrammodification for data embedding can
be reversed by modifying a pixel pair (i′, j′) back to

(i, j) =



(i′, j′), if p < i′ < r and q < j′ < s
(r, s), in case 1
(p, s), in case 2
(p, q), in case 3
(r, q), in case 4,

(3)

where case 1 represents i′ ∈ {r, r + 1} and j′ ∈ {s, s + 1},
case 2 represents i′ ∈ {p − 1, p} and j′ ∈ {s, s + 1}, case
3 represents i′ ∈ {p − 1, p} and j′ ∈ {q, q − 1}, while case
4 represents i′ ∈ {r, r + 1} and j′ ∈ {q, q− 1}. In other cases,
the original pixel pair (i, j) is equal to

(r, j′ − 1), if i′ ∈ {r, r + 1} and j > s
(r, j′), if i′ ∈ {r, r + 1} and q < j < s
(r, j′ + 1), if i′ ∈ {r, r + 1} and j < q
(p, j′ − 1), if i′ ∈ {p− 1, p} and j > s
(p, j′), if i′ ∈ {p− 1, p} and q < j < s
(p, j′ + 1), if i′ ∈ {p− 1, p} and j < q
(i′ − 1, s), if j′ ∈ {s, s+ 1} and i > r
(i′, s), if j′ ∈ {s, s+ 1} and p < i < r
(i′ + 1, s), if j′ ∈ {s, s+ 1} and i < p
(i′ − 1, q), if j′ ∈ {q− 1, q} and i > r
(i′, q), if j′ ∈ {q− 1, q} and p < i < r
(i′ + 1, q), if j′ ∈ {q− 1, q} and i < p
(i′ − 1, j′ − 1), if i′ > r + 1 and j′ > s+ 1
(i′ + 1, j′ − 1), if i′ < p− 1 and j′ > s+ 1
(i′ + 1, j′ + 1), if i′ < p− 1 and j′ < q− 1
(i′ − 1, j′ + 1), if i′ > r + 1 and j′ < q− 1.

(4)

Furthermore, one or two bit values can be extracted by

(i′ − r, j′ − s), in case 1
(p− i′, j′ − s), in case 2
(p− i′, q− j′), in case 3
(i′ − r, q− j′), in case 4
i′ − r, if i′ ∈ {r, r + 1}, j 6= q and j 6= s
p− i′, if i′ ∈ {p− 1, p}, j 6= q and j 6= s
j′ − s, if j′ ∈ {s, s+ 1}, i 6= p and i 6= r
q− j′, if j′ ∈ {q− 1, q}, i 6= p and i 6= r .

(5)

With the extracted data, the side information required for data
extraction and image recovery can be known, such as the
value of S, the bookkeeping generated in preprocessing and
its length. With the extracted value of S, Equation (3), (4)
and (5) can be applied for the same time as applying Equa-
tion (1) and Equation (2) for data embedding. Eventually,
the image after preprocessing can be obtained after extracting
the data hidden in the contrast-enhanced image.
With the extracted bookkeeping, those bins that have been

merged in pre-processing can be split. Given a pixel value a,

the corresponding row/column of bins in 2D histogram can
be identified. In the case that a is less than 127, an empty
row/column is created by shifting all the rows/columns less
than a + 1 if the following bit value is 1. If the following
bit value is 0, the rows/columns less than a + 1 are still
shifted while the row/column a+ 1 is split into two adjacent
rows/columns. By scanning all pixel pairs in the image, the bit
values in the bookkeeping are referred to when the right/left
pixel value in a pair is equal to a+ 1. If the corresponding bit
value in the bookkeeping is 1, the right/left pixel value in a
pair is subtracted by 1 to a. If the corresponding bit value
in the bookkeeping is 0, the pixel pair is kept unchanged.
In this way, the original image is recovered after splitting
all bins merged in preprocessing according to the extracted
bookkeeping.

E. DETAILED PROCEDURE OF PROPOSED METHOD
Suppose that a margin with width S needs to be vacated
for an input image I . The data embedding and contrast
enhancement process of the proposed method includes the
following steps:
1) Generate a 2D histogram of I and globally shifting the

histogram if its centroid is far from [127.5, 127.5];
2) Perform histogram shrinkage by merging the adjacent

rows and columns on each side of 2D histogram as shown
in Figure 4(b) for S times;
3) Generate the bookkeeping to record the bin merging

information as described in Section II-B;
4) Perform data embedding by applying Equation (1)

and Equation (2) for S-1 times to embed the global shift-
ing information, the recorded bookkeeping and its length,
etc.
5) Calculate a 2D histogram excluding the last 32 pixels

(i.e., 16 pixel pairs) and expand the rows/columns containing
themaximum number of pixel pairs on each side to embed the
value of S, the least significant bits (LSB) of the last 32 pixels,
and the previously expanded row/column values.
6) Replace the LSBs of the last 32 pixels with the lastly

expanded row/column values (i.e., {p, q, r, s} in Figure 5,
where each value is represented with 8 bits) to generate the
contrast-enhanced image I ′.
The data extraction and image recovery process of the

proposed method includes the following steps.
1) Collect the LSBs from the last 32 pixels in I ′ so as to

know the lastly expanded row/column values;
2) Calculate a 2D histogram without counting the last

32 pixels and extract the hidden data by using (5) with the
lastly expanded row/column values;
3) Obtain the value of S, the original LSB values of the

32 pixels, and the previously expanded row/column values
from the extracted data and then apply Equation (3) and (4)
to all pixel pairs contained in the histogram;
4) Write the original 32 LSB values back and calculate a

2D histogram from thewhole image. Continue data extraction
with the previously expanded row/column values by using
Equation (3), (4) and (5) for S-1 times;
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FIGURE 6. The original and contrast-enhanced (with the extra bits
embedded) images of ‘‘Lena’’ after expanding 20, 30 and 40 rows or
columns of bins on each side of the 2D histogram with the proposed
method, respectively.

5) Reverse the preprocessing according to the extracted
bookkeeping.

6) Use the extracted global shifting information (if any) to
shift the whole 2D histogram to recover the original image.

III. EXPERIMENTAL RESULTS
In the experiments, 24 gray-level images converted from
Kodak Lossless True Color Image Suite1 and 8 gray-level
images converted from USC-SIPI2 were used for testing. The
Kodak images are with the size of 768 × 512 or 512 ×
768, which are popularly used for performance evaluation
of image CE, while the USC-SIPI images are with the size
of 512 × 512. Besides the necessary data for original image
recovery, extra data consisting of close numbers of 0s and 1s
were also embedded into the contrast-enhanced images.

A. PARAMETER SETTING
The sole parameter needs to be set in the proposed method
is the margin width S, i.e., the time of expanding the rows
or columns on each side of 2D histogram for data embed-
ding. To preserve the content in the image to be enhanced,
the maximum value of S is set to 64 in the proposed
method. An integer within [2, 64] were set to S for the test
images in the Kodak set and USC-SIPI set, respectively.

1URL: http://www.r0k.us/graphics/kodak/
2URL: http://sipi.usc.edu/database/

FIGURE 7. The original and contrast-enhanced (with the extra bits
embedded) images of ‘‘Goldhill’’ after expanding 20, 30 and 40 rows or
columns of bins on each side of the 2D histogram with the proposed
method, respectively.

The experimental results show that the original images were
exactly recovered from their contrast-enhanced images for a
wide range of S value (i.e., [2, 64]). Besides the necessary
data required for original image recovery, extra bits were
embedded into the enhanced images, especially for a large
value of S. For instance, the original and contrast-enhanced
images of ‘‘Lena’’ and ‘‘Goldhill’’ with different S values are
shown in Figure 6 and Figure 7, respectively.

B. METRICS FOR PERFORMANCE EVALUATION
From the contrast-enhanced images as shown in Figure 6 and
Figure 7, it can be seen that CE effects were increased by
expanding more bins in 2D histogram. In addition to visual
inspection, several metrics were used to evaluate the CE
effects, including the relative entropy error (REE), the rel-
ative mean brightness error (RMBE) and the relative con-
trast error (RCE) defined in [40], which were calculated
between the original and contrast-enhanced images. Specif-
ically, RCE = 0.5 when the image contrast is unchanged,
while RCE>0.5 when the contrast has been enhanced. REE
is within [0, 1] and REE>0.5 when image entropy has been
increased. Unlike RCE and REE, RMBE=1 when image
mean brightness is unchanged, while RMBE<1 in the case
that the mean brightness has been changed.

Three image quality metrics including the Structural
SIMilarity (SSIM) index [42], blind/referenceless image
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TABLE 1. Statistical evaluation (mean) on 8 USC-SIPI images.

spatial quality evaluator (BRISQUE) [43] and Peaked Signal-
to-Noise Ratio (PSNR) were calculated from the enhanced
images, respectively. The reason to include the no-reference
BRISQUE is due to that PSNR and SSIM are not very
suitable for image quality assessment in the scenario of CE.
Similar to most of the no-reference image quality evaluation
methodologies (e.g., [44]), the BRISQUE scores typically
have a value between 0 and 100 (0 represents the best qual-
ity, while 100 represents the worst), while the scores may
be lower than 0 for images with good quality. Since extra
bits were embedded into the contrast-enhanced images, pure
hiding rate was calculated by subtracting the amount of data
recorded for original image recovery from the total amount
of embedded data and then divided by the total pixel number.
Thus the pure hiding rate is represented in bit per pixel (bpp in
short).

C. STATISTICAL PERFORMANCE COMPARISONS
To compare the CE effects, the RCE, REE and RMBE values
obtained on two image sets with the proposed method were
compared with those obtained with [17], [19], [20], [24].
In the experiments, several values (i.e., 20, 30, 40 and 50)
were assigned to S in applying the five methods, respectively.
The statistical results calculated from the enhanced images
were listed in Table 1 and Table 2, where each item is the
mean of 8 or 24 test images, respectively. The evaluation
results obtained with the same value of S were listed in
the same row. In applying [20], only the case of S = 20
were applicable to all test images while the other cases (i.e.,
S = 30, S = 40 and S = 50) could not be applied
to all images in the two sets. Similarly, the method in [24]
could not be applied to all images in the Kodak set with
S = 50. From the statistical results, it can be seen that the
effects of contrast enhancement (represented by RCE and
REE) were increased by expanding more histogram bins. The
hiding rate was also increased when more histogram bins
were expanded. Meanwhile, the BRISQUE scores were more
or less increased, while the RMBE, SSIM and PSNR values

TABLE 2. Statistical evaluation (mean) on 24 Kodak images.

were all decreased, showing that the differences between the
original and contrast-enhanced images were enlarged.

From the RCE values listed in the two tables, it can be
seen that the most CE effects were obtained by applying the
method in [17] with S = 20, S = 30 and S = 40, respec-
tively. However, the image quality obtained with the method
in [17] was the worst (reflected by the lowest SSIM, PSNR
values and the highest BRISQUE scores). Meanwhile, com-
parable RCE values were obtained with the proposed method
(especially when S = 50 for the USC-SIPI set), which were
always higher than those obtained with the method in [24] for
all cases of S and different image sets. Moreover, the highest
REE values were always obtained with the proposed method,
indicating that the most information gain was achieved.

For the both image sets, the highest pure hiding rate was
obtained with the method in [20] when S = 20 while the
one obtained with the method in [17] was the highest in
the case of S = 30, S = 40 and S = 50. With the
proposed method, the rows and columns of bins could be
separately chosen to achieve the highest hiding rate. For
exchange, the values of the merged or expanded rows and
columns should be recorded, which were more than those
recorded when applying the methods using 1D histogram.
As more histogram bins were used for data embedding, less
pure hiding rate was obtained with the proposed method than
those in [17], [19]. Nevertheless, much better image quality
(represented by BRISQUE, SSIM and REE) was achieved
with the proposed method than that obtained with [17], [19].

D. PERFORMANCES ON INDIVIDUAL IMAGES
To further evaluate the performances of the proposed method,
the experimental results obtained on individual images were
collected and compared with those obtained by applying the
methods in [17], [19], [20], [24], respectively. As reported
in [41], quality of the contrast-enhanced images can be bet-
ter measured with the no-reference metric BRISQUE than
PSNR and SSIM. So the BRISQUE scores were calcu-
lated from the enhanced images of ‘‘Baboon’’, ‘‘F-16’’,
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FIGURE 8. The BRISQUE scores with respect to S on four USC-SIPI image by applying the proposed and the methods in [17], [19], [20], [24],
respectively.

FIGURE 9. The pure data hiding rates with respect to S on four USC-SIPI image by applying the proposed and the methods in [17], [19], [20], [24],
respectively.

FIGURE 10. The original and contrast-enhanced images by applying the proposed and the methods in [17], [19], respectively.

‘‘Goldhill’’ and ‘‘Lena’’, which were generated by assign-
ing the integers within [2, 64] to S, respectively. Then the
BRISQUE scores were plotted with respect to S for each

of the four USC-SIPI images to obtain the figures as shown
in Figure 8, respectively. In Figure 8, there are five curves in
each figure and each curve is corresponding to a reversible
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FIGURE 11. The original and contrast-enhanced images by applying the proposed and the methods in [17], [19], respectively.

image CE method applied to the test image. A curve consists
of at most 63 BRISQUE scores and each value represents
an image enhanced by applying the same method with a
specified S value. Since the range of S is usually limited when
applying the method in [20], the corresponding curves are
shorter than those obtained with the other methods except for
‘‘F-16’’.

Different from the curve of PSNR versus data hiding rate
in evaluating the traditional RDH methods (e.g., [27]–[39]),
the BRISQUE curves should be as low as possible for a
smaller BRISQUE score represents better image quality.
In some cases, image quality did not become worse after
being enhanced with the proposed method so that the corre-
sponding curves slightly go down. Among all of the methods
compared, the curves corresponding to the proposed method
are always among the lowest ones for S ∈ [2, 64]. For the
methods in [17], [19], the BRISQUE curves rapidly rise as
the value of S is increased, indicating that visual distortions
were introduced to the enhanced images. So the proposed
method and [20], [24] performed better than [17], [19] for all
of the four test images. The three BRISQUE curves obtained
with the methods in [20], [24] and the proposed one in each
figure are close when the value of S is small, but larger values
could be assigned to S in applying the proposed method.
Hence, the proposed method is most stable to achieve sat-
isfactory quality of the enhanced images by adopting 2D
histogram.

In Figure 9, the pure hiding rate is illustrated with
respect to S for the four test images, respectively. Similar to
Figure 8, there are five curves in each figure and each curve
is corresponding to a specific method. Generally speaking,
the obtained pure hiding rates were increased by expand-
ing more histogram bins for data embedding. Moreover,

the hiding rates obtained with the methods in [17], [19] were
generally higher when S is close to 64. This is because
the JBIG2 compression [45] is adopted in [17], [19] while
the bookkeeping is generated in [20], [24] and the proposed
method (e.g., the pixel value corresponding to every row
or column that is merged in preprocessing and expanded
for data embedding). When applying the method in [20],
the bookkeeping cannot be pre-calculated so that the embed-
ding capacity is limited except for ‘‘F-16’’ among the four
test images.

Although high hiding rates were also obtained with the
methods in [17], [19], obvious visual distortions were caused
when the value of S was increased. By applying the pro-
posed method with S = 64, there is no such distortion in
the contrast-enhanced images, as shown in Figure 10 and
Figure 11, respectively for test images in USC-SIPI set and
Kodak set. As comparable CE effects (represented by the
RCE and REE values) were obtained with better image qual-
ity, generally better performances were achieved with the
proposed method based on 2D histogram modification.

IV. CONCLUSION
In this paper, we have proposed a new reversible data
hiding method with image contrast enhancement. A pre-
processing strategy has been developed by merging the
adjacent rows or columns of bins in two-dimensional his-
togram while the changes that have been made can be
recorded. Since the constraints on choosing the bins have
been relaxed in two-dimensional plane, the lowest bins
are chosen in preprocessing while the highest bins can be
expanded for data embedding. Thus comparable contrast
enhancement effects can be obtained with satisfactory image
quality.
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Different from the normal methods, the process of image
contrast enhancement can be performed in a lossless man-
ner with the proposed method. The experimental results on
two image sets have shown that an original image can be
exactly recovered from a series of its contrast-enhanced ver-
sions. Moreover, the degree of contrast enhancement can
be adjusted with respect to only one parameter. Compared
with the methods using one-dimensional histogram, gener-
ally better performances in contrast enhancement effects and
image quality have been achieved based on two-dimensional
histogram modification.
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