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ABSTRACT Due to the reduction in device feature size and supply voltage, achieving soft error reliability in
sub-micrometer digital circuits is becoming extremely challenging. We consider the problem of choosing the
gate sizes in a combinational logic circuit in order to minimize the soft error rate (SER) of the circuit. This
problem can be solved using the heuristic as well as the greedy-based approaches for small-size problems;
however, when the circuit size increases, the computational time grows exponentially, and hence, the previous
methods become impractical. This paper proposes a novel technique for soft error tolerant design of large-
scale combinational circuits using a cone-oriented gate sizing. Circuit partitioning is used to split the circuit
into a set of small sub-circuits. The gates of sub-circuits are resized, such that the entire circuit SER is reduced
based on a new soft error descriptor metric. The proposed cone-oriented gate sizing framework is used for
selective gate sizing, leading up to 31% SER reduction with less than 17% area overhead when applied to
large-scale benchmarks. The results also show that the proposed method is 21% more efficient and up to
292 times faster when compared with that obtained using a similar work based on the sensitive-based gate

sizing scheme.

INDEX TERMS
combinational logic.

I. INTRODUCTION

Circuit reliability is becoming a critical issue in the deep sub-
micrometer CMOS technology nodes [2]. Crosstalk, volt-
age drop and radiation-induced transient faults are currently
some of the main factors in reliability degradation of dig-
ital circuits. Due to the current technology scaling trends
(encompassing shrinking feature sizes, lower supply volt-
ages, smaller node capacitances, etc.), digital designs are
becoming more susceptible to transient faults which originate
from radiation-induced particle hits, resulting from radioac-
tive decay or cosmic rays [3]-[5]. A low-energy particle,
which had no effect on a circuit before, can now flip the
state of a storage node. Such a bit-flip of a storage node is
called a Single Event Upset (SEU). If an energetic particle
hits a gate in combinational logic, it can cause a glitch in
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the gate output. This unwanted voltage pulse is called Single
Event Transient (SET). An SEU or a soft error occurs if the
SET is propagated through the combinational circuit, arrived
at a Primary Output (PO) and latched into a memory element.
The occurrence rate of soft errors is evaluated using a metric
called Soft Error Rate (SER) [6].

Contrary to soft errors in memories, occurring by particles
strike (with high enough energy), SETs in combinational
logic have to be propagated to the outputs before being
captured. While SETs are propagated through the combina-
tional circuit, the following three mechanisms are used to
provide logic circuits with effective protection against soft
errors [6], [7]:

1) Logical masking occurs when the input value of a given
gate blocks the propagation of the transient fault under a
specific input pattern.

2) One transient fault attenuated by electrical masking may
disappear due to the electrical property of gates.
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3) Timing masking represents the situation that the tran-
sient faults arrive the memory element outside its latching
window.

These three mechanisms prevent some SETs from being
latched and alleviate the effects of soft errors in digital cir-
cuits. However, recent studies have shown that the contribu-
tion of combinational logic soft errors per latch increases with
scaling and may exceed the latch cross section at the 40-nm
node [7], [8]; therefore, for high-speed circuits that oper-
ate under single-Event Effect (SEE) reliability constraints,
there is a need to develop soft error mitigation strategies for
combinational logic circuits.

Typically, there are two approaches proposed for soft error
hardening of logical circuits. The first approach is based
on minimizing the SET occurrence/generation probability at
the most sensitive nodes [9], [10] and in the second one,
the impacts of three masking mechanisms are increased in
order to decrease the probability of changing SETs into soft
errors [11]-[13].
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FIGURE 1. The impact of gate sizing on SET generation and propagation.
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The simplest yet effective method of soft error harden-
ing techniques is gate sizing. Gate sizing is a technique for
optimizing circuits parameters such as performance, power
and also reliability challenges like soft errors [1], [5], [14].
In this technique, the sizing of a gate (i.e. W/L in gate
transistors) is perturbed to increase its resilience against the
particle strikes. In the gate sizing technique, the gates are
upsized in order to increase the output capacitances of which
charging/discharging results in an SET at the hit gate [5], [15]
or downsized to increase the electrical attenuation occurred
on the SET while it is propagating through the gates in the cir-
cuit [1]. Figure 1 shows the effects of gate sizing on transient
fault generation and propagation. The effective capacitance of
the device is increased by upsizing a gate, making it less likely
that the injected transient current results in a voltage glitch.
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Otherwise, an upsized gate has significantly higher drive
strength which allows for better propagation of the input
transients at a gate. Contrary to upsizing, both the gate delay
and the initial transient current are increased as the gate is
sized down. Since the gates with larger delays show more
attenuation on propagating glitches [1], downsizing a gate
leads to more glitch attenuations.

Over the past decade, many heuristic approaches based
on gate sizing have been introduced subjected to soft error
resilient circuit design [15]-[17]. It is notable that, all the
previous gate sizing approaches re-compute the entire circuit
SER for each resizing action. Re-computing SER is such
time consuming that these methods could not be applied
to large-scale circuits. In addition, the sizes of the circuits
are so large that resizing all the gates is not practical by
common gate sizing-based optimization approaches. These
algorithms choose a small set of gates as the candidate set
which consists of the gates which can potentially be resized
for maximum SER improvement. In other words, they ignore
a large part of circuit during SER improvement to make the
runtime acceptable. So, the runtime of these traditional radi-
ation hardening-oriented gate sizing is unacceptable for Very
Large-Scale Integration (VLSI) design, where time-to mar-
ket pressures and shortening product cycles are the primary
objectives of today’s digital system design. This shift raises
an increasing need of scalable gate sizing techniques. How-
ever, we introduce a partitioning-based gate sizing approach
in [18] that considerably speeds up the gate sizing optimiza-
tion procedure. In this method, the circuit is divided into the
topologically levelized small sub-circuits. The sub-circuits
which are located in the same level are resized individually
and independently, but the sub-circuits in different levels
are not independent. In other words, a sub-circuit cannot
be resized unless all sub-circuits in the previous levels are
resized. Furthermore, this method is expensive in terms of
computational complexity as the Probabilistic Vulnerability
Window (PVW) metric which is utilized to evaluate the sub-
circuits reliability is a relatively complex concept.

This paper presents a novel soft error hardening method-
ology for very large-scale combinational circuits. In this
methodology, the circuit is partitioned into a set of small sub-
circuits based on the cone structures which are originated
from the POs. We introduce the Soft Error Descriptor (SED)
concept which is a descriptor related to all SETs that orig-
inated from each sub-circuit. The gate resizing technique is
applied to reduce the SED of individual sub-circuits, inde-
pendently. We show that reducing each sub-circuit SED will
decrease the entire SER of the circuit. During sub-circuit opti-
mization, the gates are ranked based on a priority parameter
in order to provide a selective hardening given a constraint
on area overhead. Note that, in the proposed design flow,
after resizing a gate, instead of re-computing the entire circuit
SER, it just needs to re-compute the sub-circuit SER in which
the resized gate is located. Since the sub-circuits are much
smaller than the original circuit, the SER re-computation time
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is reduced and consequently, the optimization runtime will
be significantly decreased, making this methodology suit-
able for SER reduction of very large-scale circuits. In addi-
tion, due to partitioning the circuit into smaller sub-circuits
and resizing sub-circuits independently, the proposed method
enables us to resize all the gates in the circuit, resulting
in more SER improvement. The experimental results on
ISCAS’85 benchmarks show that, partitioning the circuit into
small sub-circuits and resizing all sub-circuits reduces 31% of
original SER with 17% area overhead, on average. Moreover,
the results show that the proposed technique is 165X faster
and 21% more efficient in comparison with a sensitivity-
based gate sizing SER optimization approach [1].

The rest of the paper is organized as follows. Section II
summarizes the previous techniques related to soft error
tolerant circuit design. Section III describes the proposed
cone-oriented gate sizing technique. Section IV presents
the optimization parameters and the simulation results are
provided in section V. Finally, the paper concludes in
section VL.

Il. PREVIOUS WORK
To overcome the effect of soft errors in combinational cir-
cuits, various fault tolerance techniques have been introduced
in the literature [19]-[21]. In synthesis-based techniques, a
combinational circuit is either restructured or resynthesize to
maximize the logical masking properties of a circuit. In [22],
the logical masking of errors is increased by taking advantage
of conditions already present in the circuit, such as observ-
ability don’t-care terms. In [23], two algorithms are proposed
to improve input error resilience. They focus on input errors
due to the propagated failures from the previous blocks.
Both algorithms determine 0/1 assignments for the most
critical don’t-care terms. El-Maleh and Daud [24] proposes
a simulation-based approach to maximize the probability of
logical masking. Rewiring method, which has been exten-
sively used for transforming a logic circuit in order to meet
different design constraints, is also applied for increasing the
circuit robustness to soft errors [13], [25]. The rewiring-based
algorithm does not provide a systematic guideline but follows
a greedy heuristic considering only logical masking to trade
SER with various design penalties. Decreasing logic depth
in super-pipeline stages reduces the probability of logical
masking since the path from where a SET originates to a latch
is more easily sensitized. Moreover, by reducing the logic
depth, the number of gates in the circuit paths is generally
decreased and therefor, the effect of electrical masking by
circuit gates may be decreased. Hence, synthesis-based soft
error hardening techniques will not be effective anymore.
The physical characteristics-based techniques attempt to
reduce SER based on the physical characteristics of the
gates and flip-flops to maximize the electrical and latching-
window masking mechanisms. In [26], a soft error hard-
ening strategy based on optimal assignments of gate sizes,
threshold voltages, supply voltages and output capacitive
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loads is proposed to decrease the circuit SER while keeping
overheads smaller. Another scheme [27] focuses on selecting
flip-flops from a given set for increasing the probability
of latching-window masking by lengthening the latching-
window intervals. A hybrid approach combines flip-flop
selection with gate resizing scheme to achieve more SER
improvement [1]. In a recent technique presented in [28],
the highly vulnerable gate cells are replaced with alternative
cells to reduce the overall vulnerability of a circuit. The pulse
width and drain area are used in this study as the reliability
metrics to rank cells. In [29], standard cells are used to
selectively harden vulnerable nodes in combinational logic
based on replacing two-input gates with four-input gates.
A new gate sizing technique to reduce SER of combinational
circuits in the presence of process variation is introduced
in [30]. This technique uses statistical information to make
effective decisions during optimization subjected to differ-
ent delay constraints and soft error. In [37], a sensitivity-
based gate sizing methodology is presented to reduce the soft
error rate (SER) of combinational circuits in the presence
of process variations. A backward traversing algorithm with
capability for SER analysis is developed for computing the
distribution of circuit gates of SER random variables. In [38],
the impacts of supply voltage, combinational-logic delay,
flip-flop SEU performance, and particle linear energy trans-
fer values are analyzed for SE cross sections of sequential
circuits. A transmission-gate approach to filter out soft errors
is proposed in [39] based on adjusting the gate and body bias
voltages. A vulnerability analysis approach introduced in [31]
is applied in order to consider the impacts of process variation
in finding the most vulnerable circuit gates to soft error.
The mentioned related works are suffering from a serious
shortcoming. Due to time consuming of optimization process
in these methods, their runtime is unacceptable for large-scale
circuits.

IlIl. THE PROPOSED CONE-ORIENTED

GATE SIZING TECHNIQUE

In this section, the proposed soft error rate reduction frame-
work is introduced. The proposed flow firstly partitions the
circuit into a set of small sub-circuits and then, the soft
error rate of each small sub-circuit is reduced during a gate
re-sizing process. Finally, the size of the gates in the main
circuit are replaced. The proposed framework contains three
main steps: 1) netlist partitioning and 2) sub-circuit optimiza-
tion 3) main circuit modification (Figure 2):

o In the first step, the original circuit is split into a set
of small sub-circuits using cone structures which are
originated from POs of the circuit. The parts of the
circuit which are located only in one cone are considered
as the circuit clusters. In addition, the parts of the circuit
which have been shared between several cones are also
considered as clusters (Figure2.a).

e The second step of the optimization flow tries
to minimize the SER of the circuit using a gate
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FIGURE 2. The proposed SER reduction framework.

re-sizing approach. The Soft Error Descriptor (SED)
of a sub-circuit is introduced as an optimization metric
for the sub-circuits gates resizing process. Reducing
the SED of a sub-circuit causes the input error rate of the
subsequent sub-circuits to be reduced, in addition to the
output error rate of the sub-circuit. Hence, by reduc-
ing the input and output error rate of all sub-circuits,
the entire SER of the circuit will be decreased. A genetic
optimization strategy is used to provide maximum SER
improvement under area and performance overhead
constraint. For this purpose, an objective function is
presented based on the SER improvement, area and
performance overhead. (Figure 2.b)

« Finally, after optimization of all sub-circuits, each gate
in the main circuit whose size has been changed during
the sub-circuits SER optimization, will be replaced with
the same new size gate. (Figure 2.c)

A. CONE-ORIENTED CLUSTERING

Cone structure is introduced as a set of gates which are
located between a specific PO and Primary Inputs (PIs).
A circuit netlist is partitioned into a set of small and indepen-
dent sub-circuits by the cone-oriented partitioning approach
introduced in [18]. In this approach the circuit is traversed
backwardly from POs to PIs. During each backward travers-
ing a tag is assign to each circuit gate corresponding to its
topological level and connectivity. Finally, a sub-circuit is
defined as the set of gates in the circuit with the same tag list.
An example of a circuit netlist which is partitioned into six
small sub-circuits (P1 — P6) shown in Figure 2.a. It’s notable
that the extracted sub-circuits are considered as the separate
and independent small circuits. More details can be found
in [18].

B. SER MITIGATION USING SUB-CIRCUITS

GATE RE-SIZING

In this section, we present a circuit SER reduction tech-
nique based on the resizing the extracted sub-circuits,
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(b) (c)

independently. At first, the circuit SER and sub-circuit
SED parameters are defined. Next, we show how resizing
the sub-circuit gates and reducing the SED of sub-circuits
decreases the entire circuit SER. Finally, the resizing process
of sub-circuits is described.

1) CIRCUIT SER

The soft error rate of circuit C (SER¢) can be calculated by
summing up the soft error rate of individual gates (SER;) in
the circuit:

SER¢ = Zjerde SER; 1)

where Njq.1s the number of gates in the circuit which may
be hit by the high energetic particle.

SER; is formulated as the product of the SET generation
probability (Pgen(7)) and the SET propagation probability
(Pprop():

SER; = Pgen(D*Pprop(j) (2)

where Pg,(j) is the logical probability of generating a tran-
sient fault in gate j and P, (j)shows the probability that the
generated transient fault in gate j results in a soft error in any
flip-flops at the circuit outputs.

Pprop(j) is dependent on the triple masking mechanisms
(i.e. logical, electrical, and timing masking) and is calculated
as follows:

Porop 1) = Dy, PeteGo )% ProgicG. ) (3)

where Ny is the number of flip-flops in the circuit output,
Piogic(j, k) shows the sum of logical probability of transient
faults propagation through the path between gate j and out-
put k, andP,;(j, k) is the electrical probability representing
the electrical masking of the gates located in the propagation
path of transient fault and the timing masking of the memory
elements.
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FIGURE 3. Effects of resizing sub-circuit gates on the SER and SEDs values of the sub-circuit.

2) SUB-CIRCUIT SED

As it is shown in sub-circuit2 in figure3, the outputs of a sub
circuit are named Virtual Primary Outputs (VPOs) and the
inputs is named Virtual Primary Inputs(VPIs). Then, the Soft
Error Descriptor of sub-circuit SC; (SEDSC1) is defined as an
n-tuple as follows:

SEDSC = (SEDY®, SEDSC", SEDYCY, ... SEDJC)  (4)

where kth element is a descriptor due to all SETs that orig-
inated from SC; gates and are visible in the kth VPOs SC;.
Hence, we have:

SEDSC = ZVN sy Peend) * Porop(G. p) 5)

where Nyoq.(SC;) is the number of gates in sub-circuit SC;
and Ppp(j, p) represents the probability that the generated
transient fault in gate j results in a soft error in a flip-flop
which is assumed connected to the outputs of P.

In order to model the transient faults which are originated
from the other sub-circuits and arrive to the sub-circuit inputs,
in equation 6, we consider the inputs of sub-circuits as the
same as the other circuit nodes which transient faults are
generated in their output. For N;,4.(SC;) in equation 6 we
have:

Nyode (SCi) = SCigates U VPIssc, 6)

where VPI gc, represents VPIs of SC;.

According to equations 5 and 6, the SER of a sub-circuit
SC;, (SERsc;) can be calculated as the sum of SED,S,Ci in
the VPOs of that sub-circuit. (Here, it has been assumed that
VPOs of sub-circuits are connected directly to the flip-flops):

SERsc; = Z SEDC @)
PEVPOSCI

Considering equation 2 and 7, it is required to compute
Pgen () and Ppop(j, p) to find SED;EC". Without loss of gener-
ality, the analytical approach proposed in [32] is used in order
to calculate Pg,, (j) and Pp,(j, p) (other techniques can be
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adapted to the proposed flow). In this method the value of
Pprop(j, p) is calculated considering the impacts of electrical,
logical and timing masking. The proposed model in [33]
is used to model the electrical attenuation of the transient
glitches.

3) SUB-CIRCUIT GATE-SIZING

Since SERsc; of a sub-circuit (SC;) is affected by both the
transient faults which arrive to VPIs of SC; and the tran-
sient faults caused by direct particle hitting to the gates
included SC;, the aim of gate resizing should be reducing both
the propagation probability of transient faults through the
sub-circuit and the probability of generating transient faults
at the gates in SC;.

It is notable that re-sizing the sub-circuit gates for SERsc;,
reduction, will not necessarily reduce the entire circuit SER.
Any subsequent sizing operation on gate g of SC; changes
the SED;C" value for each p € VPIgc, which has a path
from gate g. Even though according to equation 10, reducing
SERgc; results in reducing the sum of SED;SC", it may increase
the value of some SED;SC". Hence, the entire circuit SER
can be increased, as there probably exists a path from such
VPO (the VPOs whose SED,S,Ci is increased) to the original
circuit POs.

Consider figure 3 which shows a combinational circuit,
partitioned into three sub-circuit by introduced partitioning
scheme. For instance, in figure 3, before resizing the gates in
sub-circuit2, the value of SERgc, is 19, while after resizing
sub-circuit2, SERsc, is reduced to 16x. It is notable that
resizing such sub-circuit increases the value of SED“;C2 from
5x to 9x and thus, the entire circuit SER can be increased,
as there is a path from such VPO3 to the PO2 in addition
to PO1. PO2 and POl are the primary outputs of the main
circuit.

The partitioning-based gate sizing approach proposed
in [18], employed the latching probability concept to ensure
that increasing the SED value in a VPO will not lead to
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FIGURE 4. The effect of SERsc; reduction gate sizing of SED value.

increasing the main circuit SER. Latching probability denotes
the probability of the triple constraints (logical, electrical and
timing masking) being satisfied by a SET (with any width and
amplitude) in a VPO, through the propagation path to at least
one of the circuit POs and latching as a soft error at the circuit
flip-flops. Latching probability is a computational complex
concept that should be computed frequently during the gate
sizing optimization process. Moreover, the complexity of
this approach will get worse when the size of the circuit
increases.

Here, in order to address this issue, the gate sizing in the
sub-circuits is limited to the ones which results in reducing
the SERgc;, without increasing the SEDIS,C" in any of VPOs.
In other words, a gate sizing in the sub-circuit SC;, is accept-
able if and the value of resized sub-circuit SEDSC (SED/SC")
is less than or equal to the sub-circuit SEDSCi before resizing.

A set of experimental on ISCAS’85 benchmarks shows
(Figure 4) that when the sub-circuit gate sizing is performed
to reduce only SERsc, and without any constraint on SEDSCi,
the value of SEDSCi will not be increased in 92% of VPOs,
in average. In order word only 8% of gate sizing in the sub-
circuits increase SEDSCi in VPOs while reducing SERsc;.
Therefore, the ignorance of 8% of gate sizing is not a tight
constraint which is imposed by the proposed framework.

IV. OPTIMIZATION PARAMETERS

The proposed algorithm considers the SERsc,, area and delay
as the three major parameters which are affected by the gate
resizing process. The cell area is defined as the sum of the
width of all transistors in the cell, and the circuit area is
determined as the sum of the area of all the cells in the
circuit. The defined circuit area correlates fairly with the
total static power consumption because the widths of tran-
sistors are directly related to the total effective capacitance.

Here, we only focus on area and delay overheads when resiz-
ing any given gates.

As shown in Figure 2.b, after choosing a sub-circuit, the
algorithm proceeds by performing a genetic optimization
algorithm on each sub-circuit, where each gene in a chro-
mosome represent the size considered for a gate. For each
gate, S different sizes which are available in the technology
library cells, are considered during the optimization process.
The algorithm begins with the initial population which is set
by valid random sizes for each gate in the sub-circuit. Then
the objective function evaluates the fitness of each chromo-
some. In the proposed method, the objective function aims
to minimize the SERgc, of sub-circuit without any increasing
in SEDSCi values. Also, the optimization is performed under
performance as well as area constraints. The fitness function
fsc, is introduced as follow:

Psep

fsc; = SERsc,

+ Pa/p (8)

here Pggp is the penalty for any SED’Ci increment and
defined in equation 9.

Where y is considered a big negative number so that
the chromosomes which increase the SEDSCi have negative
fitness value and no chance to survive in the next generations.
In order to prevent any performance and area violation we
introduced Pa/p in equation 10, where the chromosomes
which violate performance or area constraints will have a
negative fitness value.

In order to evaluate the circuit delay, we use slack timing
analysis. The slack of a gate is the amount of delay by
which a gate delay may be increased without affecting the
critical delay of the circuit [34]. In the proposed technique,
before resizing the sub-circuits gates, the slack time of each
gate in the circuit is computed to determine the circuit gates
that can be down-sized. During the gate sizing, we limit
the downsizings to the ones that do not make gates slack
negative.

V. EXPERIMENTAL RESULTS

In order to investigate the proposed design flow, we conduct
the experiments in two parts. Firstly, we study the impacts of
the proposed method on the circuit SER reduction. In the sec-
ond part, we investigate the accuracy and runtime of the
proposed approach by comparing the proposed technique
with a sensitivity-based gate sizing method [1].

. SCi SCi
P _ 1 l.ffor eaCh p € VPOSCi SEpre]"bre sizing = SEDpaftler sizing 9
SED = )]
y else
Pe’formanceafter sizing — performancebefore sizing Areaafter sizing — Areabefore sizing
performancey,fyre sizing Areapefore sizing
Pa/p = . ’ . . (10)
if performance and Area constrains are not violated
y else
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The proposed framework is implemented in C++ and
run on a windows machine with a core i5 Intel processor
(2.53 GHz) and 6GB RAM. The proposed approach was
applied to ISCAS’85 and the large scale EPFL [35] bench-
mark circuits synthesized based on the library gates from
45 nm NANGATE technology [36].

A. EFFICIENCY OF THE PROPOSED TECHNIQUE

The impacts of sub-circuit gate sizing on the SER and area
of sub-circuits are studied for C6288 benchmark in details.
As presented in Figure 5, resizing the sub-circuit gates
reduces SERsc; in all sub-circuits while the sub-circuits area
is increased. As shown in this figure, the area overhead is
not the same for all sub-circuits and considerable for some
cases. During the algorithm running, resizing the sub-circuit
gates may impose significant area overhead when providing
SERsc, improvement. For example, in figure 5, resizing sub-
circuit 21 imposes 15% of sub-circuit area overhead while
reducing SERsc; by 33%. In the proposed method, we control
the area overhead which is imposed by each gate sizing
movement using the priority parameter (equation 10); the
algorithm prioritizes gate downsizing over upsizing.

AN e A D A
IA\ IANLZLN \ X
2 I | AN & T o A IF
i\ o \ \
SR S ms===
1 4 7 10 13 16 5\;,99".:..““:2 25 28 31 34 37 39
1 [—#=SER before gate sizing
A | == SER after gate sizing
R A -~ AR
I ] g y4
o) ;LA H Nttt
10 13 16 19 22 25 2 31 34 37 39

Stb-Circuit lable.

FIGURE 5. Impacts of gate sizing on sub-circuit SER and area in
€6288 circuit.

Figure 6 compares the circuit SER values for C880 and
C6288 benchmarks in three different cases: 1) before sub-
circuits resizing (green line), 2) the circuit SER after resizing
individual sub-circuits (violet line), and 3) the circuit SER
during consecutive sub-circuits resizing (black line). As can
be seen in the figure, using the proposed resizing technique
and reducing each sub-circuit SED results in considerable
reduction in the entire circuit SER. The SER reduction values
of different sub-circuits are not equal and are dependent on
the sub-circuits area and its location in the circuit graph. The
circuit SER is reduced continuously as the sub-circuits are
resized consecutively. As the result shows, resizing all sub-
circuits significantly reduces the entire circuit SER.

B. COMPARISON WITH SIMILAR METHODS

In order to explore the accuracy and scalability of the pro-
posed algorithm, we compare the results of cone-oriented
gate sizing with a sensitivity-based gate sizing approach [1].
The sensitivity-based gate sizing approach aims to minimize
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FIGURE 6. Impact of sub-circuit gate sizing on circuit SER (a) C880 circuit,
(b) C6288 circuit.

the circuit SER using a sensitivity parameter. This approach
firstly prunes the entire circuit into a smaller set of gates
by computing bounds on the achievable SER reduction by
modifying a gate. This set of gates is considered as possible
candidates for resizing, i.e. the gates that provide the maxi-
mum SER improvement while incurring the least amount of
area overhead. Then, the candidate gates are resized during a
greedy optimization process.

In the first step of the proposed technique, the slack time
of each gate has been computed, with the delay constraint set
to the length of the longest structural path in the circuit.

Both methods are run in the same condition with 20%
area constraint. Table 1 shows the results of these two gate
sizing algorithms on ISCAS’85 benchmark circuits. The first
part of Table 1 represents the information of the benchmarks;
column 1 shows the circuit name while the number of gates,
number of POs and PIs are of each circuit are represented in
column 2, respectively. The second part of Table 1 indicates
the results obtained by the cone-oriented gate sizing approach
while the third part shows the sensitivity-based gate sizing
results. The remaining columns show the SER improvement,
area overhead, delay overhead and the number of resized
gates, respectively.

The sensitivity based-gate sizing method ignores a large
fraction of the circuit gates during the circuit perturbing
which may have a significant role on the circuit SER. Only
10-20% of gates are typically considered for resizing pro-
cedure [1] while the proposed partitioning method is able
to consider all circuit gates during resizing process. Hence,
more gates have been resized in the proposed framework
in comparison with sensitivity-based algorithm and thus,
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TABLE 1. Comparison of the proposed method with the sensitivity-based SER reduction method [1].

Benchmark information

Proposed Method

Sensitivity-based method [1]

Circuit name  #of gates(P1,PO) SER Area Delay ret;Zd SER Imp Area Delay reziZLd
Imp change change gates change change gates
c432 160(36, 7) 22.5% 9% -1% 110 5.6% 4.2% 0% 8
C499 650(41, 32) 23.1% 12% -2.6% 118 4.9% 4% 0.1% 47
C880 512(60, 26) 24% 18% -4% 379 8.3% 7.7% 1.1% 39
C1355 653(41, 32) 39.8% 23% -3.7% 312 11.8% 9.3% 2.1% 52
C1908 699(33, 25) 28.3% 17% -2.8% 317 9% 8.8% 1.5% 48
C2670 756(233, 140) 46.4% 32% -5.7% 432 10.6% 7.5% 2.1% 59
C3540 1467(50, 22) 12.2% 14% -4% 1129 3.1% 3% 3.1% 62
C5315 2115(178, 123) 24.6% 9% -3% 1771 7.3% 6.8% 4.1% 89
C6288 4507(32, 32) 37.1% 18% -7% 2262 11.8% 8.4% 3.1% 211
C7552 2534(207, 108) 35.0% 26% -4% 1184 10.6% 9.1% 2.4% 154
Bar 5648(135,128) 32.2% 15.4% -7.6% 3826 12.4% 7.2% 9.8% 381
Round Robin  23233(256,129) 43.6% 16.1% -11.5% 13856 - - - -
Square 35564(64,128) 39.7% 12.7% -9.3% 20197 - - - -
Log2 54494(32,32) 29.8% 17.4% -18.6% 39537 - - - -
Average 31% 17% -6% 8.6% 6.91% 2.67%

further SER improvement has been achieved. As shown in
Table 1, the sensitivity based-algorithm provides only 8%
SER reduction by imposing more than 6% circuit area over-
head. On the other hand, the proposed method imposes less
than 17% area overhead to provide 31% SER improvement.
Note that, in the proposed method, more gates are resized and
hence, the SER reduction and area overhead will be larger.

Although a gate delay is increased by downsizing, the pro-
posed technique rejects the downsizings which results in
negative gate slacks and thus, the critical delay of the circuit
dose not affected. Hence, the proposed technique not only
does not impose any delay overhead, but also improves circuit
performance by the 6% on average as well due to the upsizing
actions.

Although, in order to reduce the runtime, the sensitivity-
based algorithm considers only 10-20% of gates for sizing,
yet it carries out several minutes to converge for medium-
scale circuits and as it is shown in table 1 sensitivity-based
algorithm does not converge for large-scale ones. Hence,
it cannot be practically used during the design of digital
systems. Partitioning the circuit into a set of smaller cir-
cuits and optimizing smaller circuits independently instated
of the original circuit has made the proposed method far
faster. It takes less than few minutes to run the proposed
method for the medium and large-scale circuits. Very short
runtime makes the proposed technique a practical solution
for soft error tolerant design. In order to investigate the pro-
posed method more deeply, we change the sensitivity based-
gate sizing algorithm such that each gate is considered as a
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potential candidate for being resized. This approach firstly
ranks all gates according to their sensitivity to the soft error
and then, selects the gate with the highest sensitivity and
aims to minimize circuit SER by resizing it. In the following,
we call this method as the greedy-based method. The greedy-
based method is similar to sensitivity-based method and the
only difference is where greedy-based method considers all
gates as the resizing candidates.

Table 2 shows the results obtained from the greedy-based
algorithm and the proposed cone-oriented-based gate sizing
method. As the results show, the greedy-based algorithm
provides more SER improvement in comparison with the pro-
posed method. Since all gates are considered in the re-sizing
process in the greedy-based method, the most sensitive gate to
the soft error in the entire circuit is distinguished and resized.
Hence, more SER reduction is achieved. Contrary to the pro-
posed method which locally optimizes the sub-circuits SER,
the greedy-based resizing algorithm is an optimization tech-
nique which makes a global resizing decision at each step.
Therefore, the greedy-based algorithm provides more SER
improvement with less area overhead in comparison with
the proposed method. However, the greedy-based algorithm
takes several hours even for small combinational circuits
and it does not converge after several weeks for medium-
and large-scale circuits. So, it cannot be used for the SER
optimization in a design flow of industrial digital design of
combinational circuits.

The proposed approach is also compared to one state-of-
the-art SER reduction method (hereinafter called as SERR)
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TABLE 2. Comparison of the proposed method with the greedy-based SER reduction method.

Benchmark information Proposed Method Greedy-based method
SER SER
L. tof Run #of
Circuit #of gates Improve Area Delay . ) Improve Area Delay )
resized time resized
name (P1,PO) prove- change change prove- change change
gate (sec) gate
ment ment
Cc432 160(36, 7) 22.5% 9% -1% 110 2 35% 12.8% 3.1% 117
€499 650(41, 32) 23.1% 12% -2.6% 118 4 31.7% 14% 6.2% 328
€880 512(60, 26) 24% 18% -4% 379 12 41% 13.3% 2.8% 461
C1355 653(41, 32) 39.8%  23% -3.7% 312 31 42.7% 11.6% -4.7% 388
€1908 699(33, 25) 28.3% 17% -2.8% 317 37 39% 11.5% 5.3% 466
Average 27.5% 16% -3% 17.2 38% 13% 3%
TABLE 3. Comparison of the proposed method with one of the state-of-the-art SER reduction method presented in [37].
Benchmark information Proposed Method SERR [37]
ttof #of
o SER Area Delay ) Area Delay )
Circuit name  #of gates(PI,PO) resized SER Imp resized
Imp change change change change
gates gates
c432 160(36, 7) 22.5% 9% -1% 110 13.5% 8.2% 0.3% 9
C499 650(41, 32) 23.1% 12% -2.6% 118 11.7% 7.6% 0.9% 63
€880 512(60, 26) 24% 18% -4% 379 13.8% 17.7% 5.1% 43
C1355 653(41, 32) 39.8% 23% -3.7% 312 17.2% 12.3% 4.3% 50
C1908 699(33, 25) 28.3% 17% -2.8% 317 14.2% 11.8% 1.9% 45
C2670 756(233, 140) 46.4% 32% -5.7% 432 13.4% 10.5% 3.3% 61
C3540 1467(50, 22) 12.2% 14% -4% 1129 7.1% 5.3% 2.7% 58
C5315 2115(178, 123) 24.6% 9% -3% 1771 14.1% 5.2% 4.0% 81
C6288 4507(32, 32) 37.1% 18% 7% 2262 15.8% 11.4% 4.7% 303
C7552 2534(207, 108) 35.0% 26% -4% 1184 20.6% 12.2% 3.6% 201
Average 31% 17% -6% 14.4% 10.22% 3.08%
presented in [37]. Table 3 shows the results obtained from Ega,ee.,,,.mme.m
the proposed sizing approach and SERR. The results show [ Y
that SERR provides about 14% SER reduction by imposing 8 /
more than 10% circuit area over-head but the proposed cone- 7 /»"
oriented gate sizing method imposes less than 17% area e
overhead to provide 31% SER improvement. The main reason —
is that, more gates are resized in the proposed method and g
hence, the SER reduction will be larger which increases the &
area overhead, too.
//

C. RUN TIME COMPARISON

The run-time for the greedy-based optimization method,
the sensitivity-based approach and the proposed method is
compared and shown in Figure 8. Note that the Y-axis in
this figure is logarithmic. As shown in the figure, the pro-
posed approach is about 165 orders of magnitude faster than
the sensitivity-based approach, on average. The proposed
method is far faster than both sensitivity and greedy-based
optimization algorithms. For example, to optimize the SER
of the largest ISCAS’85 circuit using the sensitivity-based
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FIGURE 7. Runtime of the proposed method, the sensitivity-based
approach and the greedy-based method.

gate sizing, it takes at least two days while the runtime of
the proposed method for the same circuit is less than twenty
minutes.

As shown in Figure 7, sensitivity-based gate sizing does
not converge for large scale circuit. Also, the greedy-based
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method is completely intractable even for medium-sized cir-
cuits. For instance, it takes more than three weeks in order to
optimize the SER of C1908 circuit with 699 gates by applying
the greedy-based optimization technique, while the proposed
method reduce 28% of the C1908 circuit SER in less than
63 seconds.

VI. CONCLUSIONS

In this paper, we introduce a framework for SER reduction of
large-scaled combinational circuit using a novel gate sizing
technique. In this framework, the circuit SER is reduced by
partitioning the circuit into a set of small sub-circuits through
the cone structures and resizing the small sub-circuit gates
independently. By splitting the circuit into small sub-circuits,
we only need to estimate the small sub-circuits SER instead
of entire circuit SER during gate sizing process; a property
which leads to significant reduction in the SER optimization
runtime. We verify the efficiency of the proposed method
by comparing it with a similar gate sizing approach. The
simulation results on ISCAS ’85 and EPFL benchmarks show
that the proposed method reduces 31% of original SER with
17% area overhead, on average. Very short runtime beside
high efficiency makes the proposed method a practical solu-
tion for soft error mitigation for large-scale combinational
circuits.
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