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ABSTRACT We consider a low-density parity-check (LDPC) coded non-recursive Gaussian minimum
shift keying (GMSK) scheme for space communications subject to low signal-to-noise ratio (SNR), limited
power, and spectrum resources. First, we design a non-recursive continuous-phase encoder (NRCPE)-based
GMSK modulator to alleviate the impact of the error propagation existed in a recursive CPE (RCPE)-based
one. Then, a corresponding pilot-aided quasi-coherent demodulation algorithm (PA-QCDA) is developed
for improving the performance of the non-coherent demodulation and the impact of the Doppler shift
in the coherent demodulation, whose basic principle is that a modified Bahl, Cocke, Jelinek, and Raviv
(BCJR) algorithm-based detection performs on the received signals with initial and ending trellis-states
being determined using the very small pilot overhead. Finally, we choose proper modulation parameters for
the NRCPE-based GMSK signaling according to the tradeoffs between power and spectral efficiency. The
simulation results show that the proposed system using the PA-QCDA can achieve excellent performance
and can also work well in the presence of the large Doppler shifts and some burst errors.

INDEX TERMS LDPC, GMSK, BCJR, pilot-aided, space communications.

I. INTRODUCTION
In space communications such as deep space communica-
tions and satellite communications etc., the transmission data
links always work subject to the low signal-to-noise ratio
(SNR), limited power and spectrum resources [1], [2]. As a
class of constant envelope modulation technique with high
spectral efficiency and power utilization, continuous phase
modulation (CPM) can be a good choice for such communi-
cations [3]. Among CPM schemes, Gaussian minimum shift
keying (GMSK) modulation [4], [5] is a very popular one due
to the excellent bandwidth efficiency compared with binary
phase shift keying (BPSK) and quadrature phase shift keying
(QPSK), which has been adopted as a European standard for
personal communication systems (PCSs) [2] and used in the
European Space Agency (ESA) for deep-space missions [6].

The associate editor coordinating the review of this manuscript and
approving it for publication was Nan Wu.

Also, the GMSK modulation is more suitable for the high
power amplifier (HPA)working in the saturation area than the
quadrature amplitude modulation (QAM) and pulse position
modulation (PPM).

In order to achieve higher coding gains in CPM systems,
it is common to use forward error correction (FEC) code
in conjunction with CPM. Some serially concatenated CPM
(SCCPM) schemes were proposed in [7]–[9], where convo-
lutional codes (CCs) are adopted with a joint iterative soft-in
soft-out (SISO) decoder. Taking the advantages of space-time
codes to combat channel fading and increase system capac-
ity, the space-time coded CPM schemes were designed
in [10]–[12]. Since low-density parity-check (LDPC) codes,
proposed by Gallager in 1963 [13], were demonstrated to be
capable of achieving near Shannon limit performance [14],
some LDPC coded CPM schemes have also been considered
in [15] and [16]. Furthermore, the combination method
between the CPM modulations with the LDPC codes should
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mention another method, such as the coding part of the CPM,
i.e., CPE (continuous-phase encoder), as part of the moder-
ate or high rate extended irregular repeat and accumulated
(eIRA) like LDPC codes [18], which can optimize the codes
much better than the K. R. Narayanan’s method [19]. In this
paper, the introduced LDPC code can solve the problems of
the low SNR and burst-error interference existed in space
communications.

For any CPM modulator, Rimoldi has proved that it can
be decomposed into a continuous-phase encoder (CPE) and
a memoryless modulator (MM) [20], where the CPE has
a recursive structure, i.e., its current phase state is related
to all of previous input symbols. Thus, the so-called error
propagation phenomenon will occur when the channel qual-
ity is not good. To solve this problem, we design a non-
recursive CPE (NRCPE), whose output only depends on the
current and previous L input symbols (L denotes the memory
length).With the trellis representation themodulation process
of the CPM using, the corresponding demodulation can be
implemented by the classical BCJR (Bahl, Cocke, Jelinek and
Raviv) algorithm [21]. At the receiver, the demodulation can
be divided into the coherent demodulation and non-coherent
demodulation, where the former can obtain excellent perfor-
mance but with known channel state information (CSI); the
latter is insensitive to the CSI but with poor performance.

In general, the known CSI is hard to be captured accurately
such that the non-coherent demodulation is comparatively
suitable for practical space communications but present-
ing non-negligible performance losses. Some solutions to
the above performance losses have been proposed such
as the optimal symbol-by-symbol detection, the multiple-
symbol detection and the iterative SISO detection [22], [23].
However, these solutions have high complexity and process-
ing latency. Thus, we propose a pilot-aided quasi-coherent
demodulation algorithm (PA-QCDA) based on the sliding-
window idea. Its basic principle is using the received signals
in each sliding window to update forward and backward
cumulative measures according to the state trellis with ini-
tial and ending states being determined by slight pilot sym-
bols. Then, we select appropriate modulation parameters for
the NRCPE based GMSK signaling according to the trade-
offs of power and spectral efficiency [24]–[26]. Simulation
results show that the proposed system can perform well
even when suffering large Doppler shifts and high burst
errors.

The main novelty and contribution of this paper are as
follows.
• To eliminate error propagation existed in the RCPE,
we design a non-recursive CPE (NRCPE) based on the
Rimoldi’s decomposition, whose output depends on the
current and previous L input symbols.

• For improving the performance of the non-coherent
demodulation and the impact of the Doppler shift in
the coherent demodulation, we propose a pilot-aided
quasi-coherent demodulation algorithm (PA-QCDA)
based on the sliding-window technique.

FIGURE 1. The block diagram of an LDPC coded GMSK system.

• Taking power and spectral efficiency into consideration,
we select appropriate modulation parameters (e.g., h, L,
BgT ) for the NRCPE-based GMSK signaling through
the numerical analysis and Monte-Carlo simulation.

The remainder of this paper is organized as follows: In
Section II, an LDPC coded NRCPE based GMSK system
model is presented. In Section III, a pilot-aided quasi-
coherent demodulation algorithm (PA-QCDA) is demon-
strated. In Section IV, the modulation parameters for the
NRCPE based GMSK signaling are chosen. Section V shows
some simulation results and Section VI concludes this paper.

II. SYSTEM MODEL
A. LDPC CODED GMSK SYSTEM
Fig. 1 shows an LDPC coded NRCPE based GMSK system,
where the GMSK modulator has a non-recursive structure
using the Rimoldi’s decomposition. Assume that a binary
LDPC code C[N ,K ] of dimension K and length N is
applied. At the transmitter, the input sequence of informa-
tion symbols, u = (u0, u1, . . . , uK−1) with ui ∈ {0, 1},
is first encoded by the LDPC encoder into a codeword v =
(v0, v1, . . . , vN−1) ∈ C with vj ∈ {0, 1}. The corresponding
code rate is RC = K

/
N . After bit interleaving, the result-

ing codeword ṽ = (ṽ0, ṽ1, . . . , ṽN−1) is appended with a
length-W pilot sequence p = (p0, p1, . . . , pW−1), yielding
a new sequence c = (p, ṽ) of length Nc = N + W ,
whose structure is shown in Fig. 4. Next, the sequence c
is mapped (natural mapping) to produce a M -ary sequence
d = (d0, d1, . . . , dNc−1) ∈ {±1,±3, . . .± (M − 1)}. For the
GMSK modulation used here, we have M = 2 and thus d =
(d0, d1, . . . , dNc−1) ∈ {−1,+1}. According to the transform
relation ai = (di + 1)

/
2 ∈ {0, 1}, the sequence d is converted

into another sequence a = (a0, a1, . . . , aNc−1). By a non-
recursive continuous-phase encoder (NRCPE) with memory
length L, the sequence a is then encoded into an inner code-
word x = (x0, x1, . . . , xNc−1) with xk = (x1k , x

2
k , . . . , x

L+1
k ),

whose specific derivation is shown in Section II-B. Through
a memoryless modulator (MM), the modulated signal wave-
form can be described by

s (t, x) =

√
2Es
T

cos
(
2π fct + φ̄ (t, x)+ φ0

)
, (1)

where Es is the normalized symbol energy, T is the symbol
duration, fc is the carrier frequency, φ0 is the initial phase,
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and φ̄ (t, x) denotes the physical tilted-phase with the form
of (when t = τ + kT )

φ̄ (τ + kT , xk) = [4πh
L∑
i=1

x ikq (τ + (i− 1)T )

+ 2πhxL+1k + ω (τ)] mod 2π, 0 ≤ τ < T , (2)

where h 1
= l/p is the modulation index (p and l are relatively

prime integers), q(t) is the Gaussian pulse response, and ω(τ )
represents the data-independent term with the form of

ω (τ) =
πhτ
T
− 2πh

L−1∑
i=0

q (τ + iT )+ (L − 1) πh. (3)

Compared with the traditional phase based CPM, the titled-
phase based one has a time-invariant state trellis with less
states [20], which is helpful to reduce the demodulation
complexity.

Finally, the modulated signal s(t, x) is transmitted over an
additive white Gaussian noise (AWGN) channel such that the
received signal r (t) is given by

r (t) = s (t, x)+ n (t) , (4)

where n(t) is the complex baseband AWGN with zero mean
and one-side power spectral density of N0.

At the receiver, the received signal r(t) is first oversampled
into a discrete sequence y = (y0, y1, . . . , yNc−1) with a sam-
pling period of Ts. Upon y, the GMSK demodulator computes
log-likelihood ratio (LLR) Le(ṽ) for each bit in the sequence ṽ
based on a modified BCJR algorithm. The resulting LLR
Le(ṽ) are then de-interleaved and input to the LDPC decoder.
Assume that the soft decision decoding algorithm is used
for LDPC, the LDPC decoder can produce the a posteriori
information intended for making hard decision to produce an
estimate û of u. If considering the joint iterative scheme (see
dashed lines in Fig. 1), the extrinsic information generated
by the LDPC decoder is interleaved and sent back to the
GMSK demodulator as the a priori information, denoted
by La(ṽ). Then, the GMSK demodulator uses y and La(ṽ) to
compute the LLR Le(ṽ). After de-interleaving, the resulting
LLRs Le(v) are input to the LDPCdecoder again. This process
will stop if the maximum number of iterations is reached.

B. DESIGN OF THE NON-RECURSIVE CPE
In [20], Rimoldi has proved that any CPM modulator can be
decomposed into a linear CPE with memory and a memory-
less MM. According to the use of a modulo-p accumulator,
the CPE can be classified as the recursive CPE (RCPE) and
the non-recursive CPE (NRCPE) as shown in Fig. 2. Now,
we will derive how to transform the RCPE into the desired
NRCPE.

From Fig. 2(a), the output of the RCPE, xk , can be
defined as

xk
1
=

(
x1k , . . . , x

L
k , x

L+1
k

)
= (ak , . . . , ak−L+1,wk) , (5)

FIGURE 2. The CPE for GMSK modulation with memory length L. (a) RCPE.
(b) NRCPE. Here, D denotes the delayer.

where ak is the input symbol at time k , and wk is the accumu-
lated phase state at time k with the definition

wk
1
=

[
k−L∑
k=0

ak

]
mod p. (6)

Base on (6), the recursive relation of wk+1 to wk can be
transformed into the time shift relation of wk to ak , i.e.,

wk+1 = wk + ak−L+1 ⇒ wk =
DL

1− D
ak . (7)

Thus, the output of the RCPE, xk , can be rewritten as

xk = ak

(
1,D, . . . ,DL−1,

DL

1− D

)
. (8)

In order to remove the recursive structure of the RCPE,
it can be realized by multiplying both sides of (8) by (1−D),
i.e.,

(1− D) xk = ak
(
1− D,D− D2, . . . ,DL

)
. (9)

In the light of Fig. 2(b), the output of the NRCPE, xk , can
be defined as

xk
1
=

(
x1k , x

2
k , . . . , x

L+1
k

)
= (ak , ak−1, . . . ak−L)GR, (10)

where GR is called the matrix of recursion removal (RRM)
with the dimension (L + 1)× (L + 1).
Then, assume that the results of (9) and (10) are equivalent,

the specific form of the RRM can thus be deduced as

GR =


1 0 · · · 0 0
−1 1 · · · 0 0
0 −1 · · · 0 0
...

...
. . . 1 0

0 0 · · · −1 1


(L+1)×(L+1).

(11)
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TABLE 1. The parameter explanations used in Algorithm 1.

FIGURE 3. The BER results of the uncoded GMSK systems based on the
RCPE and the NRCPE.

Finally, substituting (11) into (10) can obtain the actual
output of the NRCPE, i.e.,

xk = (ak − ak−1, . . . , ak−L+1 − ak−L , ak−L) mod p.

(12)

It can be concluded from (5)-(6) and (12) that the designed
NRCPE depends only on the current and previous L input
symbols instead of the current and all previous k − 1 input
symbols for the RCPE. Hence, the resulting NRCPE based
GMSK system can eliminate the influence of the error prop-
agation due to k >> L + 1. Furthermore, the NRCPE based
GMSK has MML−1 states while the RCPE based one has
pML−1 states, thus achieving less states for small modulation
index h (because p >> M , p is the denominator of the
modulation index h).

To prove the superiority of the NRCPE over the RCPE,
Fig. 3 shows the bit-error-rate (BER) performance of the
uncoded GMSK systems based on the NRCPE and the RCPE.
Simulation conditions are as follows: The length of informa-
tion bits is 1024, the GMSK signaling is used over the AWGN
channel with the modulation parameters M = 2, h = 0.5,
L = 2 and BgT = 0.5 (BgT denotes the normalized 3 dB
bandwidth of the Gaussian low-passing filter), and the Max-
Log-MAP coherent demodulation algorithm is adopted [27].
It can be seen that the NRCPE based GMSK system can
achieve better performance than the RCPE based one espe-
cially under the condition of low SNR, which implies that
coded NRCPE based GMSK systems will be more compet-

FIGURE 4. The schematic diagram of the PA-QCDA.

itive than coded RCPE based GMSK systems (see the blue
and green curves in Fig. 6).

III. PILOT-AIDED QUASI-COHERENT DEMODULATION
ALGORITHM (PA-QCDA)
Based on the classical pilot-symbol-assisted-modulation
(PSAM) technique [28], we propose a modified BCJR
detection algorithm, named pilot-aided quasi-coherent
demodulation algorithm (PA-QCDA), where the sliding-
window technique is applied as shown in Fig. 4. In Fig. 4,
we set the distance between the two adjacent pilot blocks to
a sliding window with the length of Iw = LD + 2LP, and the
sliding interval is I = LD + LP, where LD is the length of
the data block and LP is the length of the pilot block equal to
the memory length L.
The basic idea of the PA-QCDA is using the received

signals in each sliding window to update forward and back-
ward cumulative measures according to the state trellis with
initial and ending states being determined. For simplicity,
we denote qk (Sk), αk (Sk), βk (Sk ) and γk (Sk , Sk+1) as qk ,
αk , βk and γk , respectively. Table 1 lists all the assumed
parameters for the PA-QCDA, whose specific operation steps
are given in Algorithm 1. Note that if not using the pilot
symbols, the PA-QCDA will be equivalent to a non-coherent
demodulation algorithm.

In Table 1, the parameter F0 is the forgetting factor to
weaken the impact of the accumulated phase coherence mea-
sure, and the parameter F1 is the modified factor to improve
the demodulation performance, whose appropriate values can
easily be found via Monte-Carlo simulations. Furthermore,
when the existing Doppler shift is small, the value of q0
we define, namely c1, can also be found through Monte-
Carlo simulations; otherwise, the value of q0 is undefined
and required to be computed by the received signals, which
is helpful for the PA-QCDA to resist the large Doppler
shift but with unnegligible performance loss. Hence, a joint
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Algorithm 1 Pilot-Aided Quasi-Coherent Demodulation
Algorithm (PA-QCDA)
1: for i = 0, ...,m− 2 do
2: //initialization
3: αiI+0 (S0 = 0) = c0
4: βiI+I−1 (SI−1 = 0) = c0
5: qiI+0(S0 = 0) = c1 or undefined value
6: //forward recursion start
7: for k = 0, ..., I − 1 do
8: qiI+k+1 = F0 · qiI+k + F1 · yiI+ksHiI+k
9: γiI+k =

∣∣qiI+k + F1 · yiI+ksHiI+k ∣∣− |qiI+k |
10: αiI+k+1 = max

SiI+k
(αiI+k + γiI+k)

11: end for
12: //backward recursion start
13: for k = I − 1, ..., 0 do
14: βiI+k = max

SiI+k+1
(βiI+k+1 + γiI+k)

15: end for
16: //soft output calculation start
17: for k = 0, ..., I − 1 do
18: 3(ṽiI+k)

= max
(SiI+k ,SiI+k+1)

(αiI+k + γiI+k + βiI+k+1)

19: end for
20: end for

demodulation and decoding iterative schemewill be required,
as shown in Fig. 1.

IV. PARAMETER SELECTION OF THE NRCPE BASED
GMSK SIGNALING
In order to select proper modulation parameters for the
NRCPE based GMSK signaling, we need to evaluate the
power spectral density (PSD) and spectral efficiency with
respect to the parameters h, L and BgT , given that M = 2.
As illustrated in [20], the condition M = pk (k = 1, 2, 3...)
should be satisfied for an arbitrary NRCPE based CPM sys-
tem with a modulation index h = l/p.

The PSD can describe the power distribution over the
bandwidth, a measure of power efficiency. Here, a correlation
method is adopted to estimate the PSD for the NRCPE based
GMSK signaling.

Specifically, we first calculate the correlation function
R (t, t + τ) via averaging the product of the GMSK signal
s(t, x) and its delay signal s(t + τ, x), i.e.,

R (t, t + τ) = Ex {s (t, x) s (t + τ, x)} . (13)

Then, we compute the integral for (13) during the duration
T and take the average, thus having

R (τ ) =
1
T

∫ T

0
R (t, t + τ) dt. (14)

Taking the Fourier transformation for (14) can obtain the
expected PSD, i.e.,

9 (f ) = F [R (τ )] =
∫
∞

τ=−∞

R (τ ) exp (−j2π f τ) dτ . (15)

Based on the above correlation method and Monte-Carlo
simulations, the PSD of the NRCPE based GMSK signaling
can be got. In simulations, we assume that M = 2, h = 0.5
and L = 1/BgT is various. Fig. 5 shows the PSD results of
different NRCPE based GMSK signaling. Clearly, forM = 2
and h = 0.5, both the PSD curves of L = 1/BgT = 4 and
L = 1/BgT = 3 are tighter and smoother than the case of
L = 1/BgT = 2. Therefore, it can be concluded that the
larger L (i.e., the smaller BgT ), the tighter and smoother the
corresponding PSD curve, but meanwhile the more serious
the inter-symbol inference (ISI).

On the other hand, the capacity of the NRCPE based
GMSK signaling over the AWGN channel can be esti-
mated through Monte-Carlo simulations with the use of
the BCJR algorithm [24]–[26]. Defining I (xNc−10 ; yNc−10 ) as
the mutual information between the transmitted sequence
x = (x0, x1, . . . , xNc−1) and the received sequence y =
(y0, y1, . . . , yNc−1), the capacity of the NRCPE based GMSK
signaling can be given by

C 1
= lim

Nc→∞

1
Nc
I (xNc−10 ; yNc−10 )

= lim
Nc→∞

1
Nc
I (dNc−10 ; yNc−10 )

= lim
Nc→∞

1
Nc

[
H (dNc−10 )− H (dNc−10 |yNc−10 )

]
= lim

Nc→∞

1
Nc

[Nc−1∑
i=0

(H (di|y
i−1
0 )− H (di|y

Nc−1
0 ,d i−10 ))

]

= log2M − lim
Nc→∞

1
Nc

Nc−1∑
i=0

E
[
log2(p(di|y

Nc−1
0 , d i−10 ))

]

= 1− lim
Nc→∞

1
Nc

Nc−1∑
i=0

E
[
log2(p(di|y

Nc−1
0 , d i−10 ))

]
, (16)

where the term p(di|y
Nc−1
0 ,d i−10 ) is computed by the BCJR

algorithm, i.e.,

p(di|y
Nc−1
0 ,d i−10 ) = p(Si|y

Nc−1
0 ,S i−10 )

= p(Si|y
Nc−1
0 ,Si−1)

=
β̃i(Si)γ̃i(Si−1, Si)∑
Si
β̃i(Si)γ̃i(Si−1, Si)

, (17)

where Si is the state at the ith time instant, β̃i and γ̃i are
calculated from the backward recursion, traversing all the
state transitions at each time instant according to the standard
procedure for the BCJR algorithm. Then, substituting (17)
into (16) and calculating the expectation with the help of
Monte Carlo simulations, the capacity C can be calculated.
For spectral efficiency of the NRCPE basedGMSK signaling,
it can be defined as the ratio of the channel capacity C and
the normalized bandwidth BT , i.e.,

η
1
=

C
BT

bit/s/Hz, (18)
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FIGURE 5. The PSD results of the NRCPE based GMSK signaling with
various h and L.

TABLE 2. The modulation parameters of the NRCPE based GMSK
signaling.

where BT is the normalized bandwidth corresponding to the
bandwidth of the attenuation level of 50 dB in the PSD sug-
gested by the Consultative Committee of International Radio
(CCIR) 328-6 [29]. Clearly, when the SNR exceeds some
threshold value, the capacity C can achieve the maximum
value, i.e., 1 bit/symbol, and then η can approach to the
maximum spectral efficiency.

Based on the above discussions, Table II lists the maximum
spectral efficiency ηmax and the SNR threshold [Eb/N0]thres
for different NRCPE based GMSK signaling, where the nor-
malized bandwidth BT can be estimated from Fig. 5. It is
shown that the NRCPE based GMSK signaling with larger
L has lower SNR threshold but smaller spectral efficiency.
Thus, the combination of L = 3 and BgT = 0.3 is a compro-
mising scheme. It is worth mentioning that the used memory
length L is entirely determined by Monte Carlo simulations
different from [30], where the memory length of the ISI can
be adjusted by the packing ratio.

So far, the desired NRCPE based GMSK signaling can be
determined by the parameters M = 2, h = 0.5, L = 3 and
BgT = 0.3.

V. SIMULATION RESULTS
In this section, we provide some simulation results to demon-
strate the superiority of the proposed system. Assume that
all the simulations are performed over the AWGN channel.
We use a binary (3072,1024) LDPC code based on the fifth-
generation (5G) LDPC code and a NRCPE based GMSK

FIGURE 6. The BER results of the LDPC coded GMSK systems, where the
RCPE and NRCPE based GMSK signaling is used with the PA-QCDA,
non-coherent demodulation and coherent demodulation.

signaling with the parameters M = 2, h = 0.5, L = 3 and
BgT = 0.3. The sum-product algorithm (SPA) [31] is utilized
to decode the LDPC code, and the PA-QCDA is adopted to
detect theGMSK signals. In each slidingwindow,we suppose
that LP = L = 3 and LD = 32, thus containing 3072/32 +
1 = 97 pilot blocks. Accordingly, the rate loss (dB) caused
by the pilot insertion can be estimated as

lossP = −10 log
(
1−

W
N

)
= −10 log

(
1−

97× 3
3072

)
≈ 0.4 dB.

Clearly, the larger the length of the data blocks LD, the less
the number of the pilot blocks, and thus the smaller the rate
loss.

Fig. 6 compares the BER performance of the LDPC coded
GMSK systems based on the NRCPE using the PA-QCDA,
non-coherent demodulation and coherent demodulation (rep-
resented by the red, magenta and blue curves, respectively),
and based on the RCPE using the coherent demodulation
(represented by the green curve). The PA-QCDA uses a
defined q0, the non-coherent demodulation is a special case
of the PA-QCDA, and the coherent demodulation uses the
Max-Log-MAP algorithm. With the coherent demodulation
applied, we observe that for BER= 10−5, the NRCPE based
system outperforms the RCPE based one by 3 dB, which
proves the preceding analysis. For the above same BER,
the LDPC coded NRCPE based GMSK system using the
PA-QCDA can achieve only 0.3 dB performance loss relative
to the LDPC coded BPSK system (represented by the black
curve) and can obtain superior performance to the one using
the non-coherent demodulation.

Considering the impact of burst errors on the LDPC coded
NRCPE based GMSK system, we assume the parameter ε as
the percentage of the continuous burst errors occurred in the
received sequence. Based on the above simulation conditions,
Fig. 7 compares the performance of the LDPC coded NRCPE
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FIGURE 7. The BER results of the LDPC coded NRCPE based GMSK system
using the PA-QCDA with different burst error proportions ε.

FIGURE 8. The BER results of the non-iterative and iterative LDPC coded
NRCPE based GMSK system.

based GMSK system under different ε, where the PA-QCDA
is used with a defined q0. It is seen that for BER= 10−5,
the proposed system for ε = 20% and ε = 30% can achieve
about 1 dB and 2 dB performance loss relative to that for
ε = 0%, respectively. As ε continues to grow, the corre-
sponding performance loss will be unacceptable, which may
be avoidable for the low-rate LDPC coded GMSK system.

Assuming there exist the Doppler shift fdT and ran-
dom phase offset θ , we consider the non-iterative-
(0,P2) and iterative-(P1,P2) LDPC coded NRCPE based
GMSK system, where P1 and P2 denote the number of
the joint demodulation-decoding iteration and the solely
decoding iterations, respectively. The PA-QCDA with the
defined or undefined-q0 is applied. Fig. 8 shows the cor-
responding performance comparisons. Clearly, the non-
iterative-(0, 50) system using the undefined-q0 PA-QCDA
can resist large Doppler shift and phase offset over that using
the defined-q0 PA-QCDA. For improving the performance
of the iterative case, the P1-joint iteration scheme with a
practical P2 is introduced. For P2 = 20, the iterative system
can obtain performance gain of 0.5 dB∼ 1 dB at BER= 10−5

when P1 increases from 5 to 10.

VI. CONCLUSION AND FUTURE WORK
This paper presents an LDPC coded NRCPE based GMSK
system for space communications. First, a matrix of recur-
sive removal (RRM) is applied to the RCPE based GMSK
modulator to alleviate the error propagation and reduce the
number of phase states. Then, we propose a pilot-aided quasi-
coherent demodulation algorithm (PA-QCDA) to improve
the performance of non-coherent demodulation and resist
the existing Doppler shift. Finally, some appropriate mod-
ulation parameters for the NRCPE based GMSK signaling
are selected according to the trade-offs between the power
and spectral efficiency via Monte-Carlo simulations. Sim-
ulation results show that the proposed system using the
PA-QCDA can achieve excellent performance and perform
well when suffering large Doppler shifts and random phase
offsets or some burst errors.

In our future work, we will introduce the EXIT chart
analysis and the asymptotic performance analysis into the
LDPC coded GMSK system, which might be very helpful to
improve the simulation results.
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