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ABSTRACT Software-defined networking (SDN) changes the way forwarding devices works and makes
data center network simplified and efficient to work. Energy is the main driving force behind the activity
of the data center network. The network elements that are in low load condition can be shifted in switch-OFF
condition after migrating their active traffic on some other element. This traffic analysis-based energy-saving
approach will increase the overall utilization of the system. This paper presents a switch-ON/OFF procedure
along with the re-routing procedure to achieve the desired activity. The modules are tested over some well-
known data center topologies, such as Fat-Tree and Bcube. The simulation study is carried out with the
classical SDN controller instances, e.g., OpenDayLight, POX, Beacon, and NOX. The results are compared
with some similar energy-efficient data center approaches, such asMNLRDCN andWDMOptical Switched
DCN. The proposed approach presents an enhancement of 77%, 37%, and 63% in achieved energy saving,
average round trip delay, and average bandwidth utilization, respectively.

INDEX TERMS Bandwidth utilization, data center, energy efficient network, round-trip delay, software
defined networks.

I. INTRODUCTION
Recently in the networking field, a term Software Defined
Networking (SDN) is introduced which is gaining popularity
from various research communities and networking indus-
tries. Themajor reason behind this popularity is the simplified
device and easy configuration of the network [1]. Earlier
in a traditional network, the control plane (the logic behind
forwarding functionality) and data plane (actual forwarding
elements) are bundled together in a single box in a tightly cou-
pled manner. This complex and tight integration makes the
overall design complex. The network architecture is facing
a problem with this integration as they are unable to perform
necessary changes in the underlying data plane or customize a
new functionality in it [2]–[4]. SDN overcomes this limitation
of traditional network and provides complete control over the
forwarding devices. The control logic is now detached from
the forwarding devices and placed at a centralized location
called a controller. The underlying forwarding devices are
only left with the simplified data plane. Now, the network
administrator can perform customization in the control plane
of forwarding devices from the controller itself. They only
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need to place the activity module inside the controller and
controller applies the appropriate functionality over underly-
ing data plane devices [5].

The data center [6] network is the backbone of any orga-
nization. It allows the organization to communicate with the
outside world. In the data center, requests can arrive at any
time. So, it becomes necessary for data center devices to
run 24X7 continuously. A significant amount of energy is
required to run them continuously. However, it has been seen
that the number of requests, which arrives at the data center,
are not the same all the time [7], [8]. Certain variation is there
in the number of requests which depends upon the users who
are active in the system [9]. The energy resources are very
limited in quantity that may not be available in future [10],
[11]. We can save a significant amount of energy by adjusting
the power requirement of the data center

This paper presents an approach where the devices work
according to the demand of traffic. During the peak hours,
all the devices are in the switch ON condition and consume
the highest energy from energy resource. On the other hand,
in a non-operational hour, some of the lightly loaded devices
are in switch OFF condition that saves a significant amount
of energy. The Switch ON/OFF module ensures about this
and put the lightly loaded devices in the switch OFF mode
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according to the traffic demand metrics statistic. During the
switch OFF process, the current traffic of the corresponding
device is moved to some alternate devices so that the overall
functioning of the system is not disturbed. The re-routing
module is responsible for this activity and does the necessary
task. The module finds the alternate LSPs in the architecture
so that the current traffic of the switched OFF node/link
can be migrated on that without affecting the functionality
of the system. Once the traffic crosses the threshold limit,
the switch OFF devices need to bring in the switch ON
condition again. This complete transition process is carried
out according to the traffic demand matrix which is obtained
by the real-time traffic analysis. We tested the proposed
hybrid approach alongwith some similar energy efficient data
center approaches such as MNLR (Multinomial Logit Model
Routing) DCN, traditional DCN andWDMOptical Switched
DCN. The study is carried out on the performance parameter
e.g. achieved energy saving, average round trip delay and
bandwidth utilization.

This approach is mainly intended for those data center
networks where the traffic pattern changes according to
operational hours. The individual organizations, institutions,
the industries can get benefited from this idea. The applica-
bility ofMPLS technology in devices makes them effective as
compared to traditional IP architecture. Now, with the inclu-
sion of MPLS technique, the routing functionality of devices
is relaxed as they don’t need to perform complex IP header
lookup. As compared to the previous resource management
approaches in the data center, the hybrid SDN-MPLS archi-
tecture makes the overall data center simplified and efficient.
It allows us to take advantage of both SDN control at the
controller side and MPLS forwarding features at the physical
data plane. Finally, the key contributions of this paper are as
follows-

• Enforcement of hybrid SDN-MPLS architecture in the
data center network.

• Energy saving in the data center network by switching
off inactive elements.

• Dynamic provisioning of network elements based on
traffic demand data in a real-time manner.

Rest of the paper is organized as follows: Section 1 dis-
cusses an introductory portion of SDN technology and data
center mechanism. Section 2 gives the literature survey car-
ried out in the SDN field along with its data center part
and MPLS technique. In section 3, we provide details of the
proposed architecture of the system. Section 4 deals with
the methodology of the proposed approach. In section 5,
simulation setup and Result are discussed. Finally, we present
conclusions and future work in section 6.

II. LITERATURE SURVEY
SDN is a result of continuous effort and the activity, started
around 1997 as Active networks [16]. Forwarding and con-
trol element separation (ForCES) [17], Ethane [18], Network
Control Point [19] were the similar counterparts of SDN

technology. These technologies suggest the separation of
control and data plane in forwarding devices. However, they
failed to address the clean separation image and only provide
a platform for the SDN technique. Till 2008, the development
of SDN was in its partial development stage. OpenFlow
was one of the major milestones in SDN research which
was introduced in 2008. It was a southbound protocol and
works as amediator between the controller and the underlying
data plane. The first time, SDN was officially introduced by
Martin Casado at Stanford University during his research pro-
gram. After his successful deployment of SDN, researchers
and industry experts got attracted towards SDN. Soon the
majority of software giants like Cisco, Verizon, Microsoft,
Google etc. started working on SDN and performed the tran-
sition of their network architecture to SDN. In 2011, these
IT giants collaborated with each other for the opensource
deployment of SDN and its related devices. They came up
with a solution called as OpenNetworking Foundation (ONF)
[20] which provides support for the opensource implemen-
tation of SDN technique. To promote the research in SDN,
various simulating platforms like Mininet [21], GENI [22],
VINI [23] etc. are available.

Hybrid SDN is an evolutionary technique in today’s com-
munication network. Salsano et al. [24] proposed a hybrid
approach for packet forwarding which uses the IP routing
along with the SDN forwarding control in the core network.
They designed a Hybrid IP/SDN architecture known as Open
Source Hybrid IP/SDN (OSHI). In [25], Y. Guo et al. tested
the traffic engineering approach in SDN/OSPF hybrid net-
work architecture. Through this approach, they suggested to
modify the weights and flows of OSPF routing from the cen-
tralized SDN controller. Lopez et al. [26] presented various
alternative solutions for the control plane. Specifically, they
focused on the SDN usability in the multi-vendor carrier
network. An incremental deployment model for Hybrid SDN
networks was proposed in [27]. This model consists of both
legacy as well as SDN switches. The model suggests an
approach to upgrade the legacy switches into SDN compat-
ible switches and interoperability among them to meet the
various traffic engineering requirements e.g. performance,
load balancing, failure recovery etc.

Hybrid SDN-MPLS is a hot topic in communication field
covering both academic and industry research domain. Sev-
eral approaches have been suggested to integrate the MPLS
technology [28] along with the SDN. Various research activ-
ities are carried out on this Hybrid implementation approach
to achieve significant effectiveness in communication. Sgam-
belluri et al. [29] worked on the two-segment routing (SR)
approach for MPLS and SDN network. They considered two
different networks in their network architecture. The first
network was built from SDN components like OpenFlow
switches and routers. The second network consists of MPLS
nodes like PCE, MPLS Router etc. SR controller contains the
control logic for both of the network. So, on the controller
side, this implementation is hybrid but on data plane side
it is individual. Casado et al. [30] proposed a new design
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TABLE 1. Advancement, drawback and major contribution of previous DCN architecture.

paradigm for SDN controller to meet the effective switching
capabilities. They suggested two different controllers. First,
the edge controller that provides various network services to
the core network. And second, fabric controller that prepares
a separate control plane which deals with the packet forward-
ing function. Das et al. [31] presented a complete Hybrid sce-
nario of MPLS/SDN architecture. They retained the standard
MPLS data plane at the forwarding layer while the control
functionality has been moved to the centralized controller
using SDN functionality. The control logic is pushed as a
flow entries in the MPLS data plane devices. They argue
about its effectiveness as this cuts down the implantation
and configuration complexity. They didn’t address the perfor-
mance aspects of the architecture. In [32], Hui et al. defined
the design of HybNET which was an automated network
management framework for hybrid network infrastructure.
They provided best effort compatibility between legacy and
SDN switches while retaining most of the advantages of SDN
technology. In [33], Paliwal et al. reviewed the classical state
of art SDN controller over performance matrices such as
throughput, latency delay etc.

Energy conservation is one of the hot topics in the Data
Center Network environment. In literature, there are various
works carried out which intent to energy saving in the data
center network. In [34], multipath TCP along with the seg-
ment routing is proposed for SDN based data center net-
work which mainly addresses the storage issue of ternary
content addressable memory(TCAM). In [35], workload-
aware task scheduling has been suggested in the context of
data center network which takes into account the routing
latency as well as VM migration latency. In [36], SDN based
virtual machine management scheme is suggested which
aims to reduce the communication cost in the cloud data
center. In [37], the author considered the issue of energy
efficiency in the context of both control and data plane.
They suggested elastic multi-controller architecture which
dynamically adjusts the energy requirement in large scale

data center. Table 1 discusses the advancements, drawbacks
and major contribution of the previous approaches in DCN
design.

III. PROPOSED ARCHITECTURE
The proposed architecture is designed on the hybrid SDN-
MPLS concept [38]. Aswe know that theMPLS is an efficient
technique to forward the packets in the core network, this
core network packet forwarding approach can be enhanced
by applying the concept of SDN. The control functionality of
core network components can be managed from the central-
ized controller. The MPLS data forwarding capability along
with the SDN orchestration capability can give better results
regarding throughput and efficiency.

Fig. 1 represents the architectural overview of the proposed
system. The core network is made of hybrid routers which
comprise both SDN and MPLS functionality. The edge for-
warding devices are also equipped with the SDN function-
alities. These edge forwarding devices are the entry and exit
points to the core MPLS network. The control functions of all
the forwarding devices are taken into a centralized location
which is called as a controller. The controller posses certain
modules e.g. Topology Manager, Route Discovery, Device
Manager etc. which monitors the functioning of forwarding
devices and direct them to forward the packets. The edge for-
warding devices are further connected to the corresponding
subnet switches and hosts. The Network Operating System
[39] running inside the controller provides a set of utilities for
effective communication between the controller and underly-
ing forwarding devices.

OpenFlow [40] operates as an intermediate protocol
between controller and forwarding devices. This protocol
is responsible for different flow table operation from the
controller to forwarding devices and vice versa. Similarly,
the Network Administrator communicates with the controller
via northbound API. The northbound interface is supported
by the REST APIs [41].
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FIGURE 1. Architectural overview of proposed system.

The packet size has been taken as 64 bytes which is a
standard packet size format in the IP network. The MPLS
labels, which are 4 bytes in size, are attached with each of the
packets. The labels are ranging from 16 through 1,048,575
(220−1) which are the unreserved labels for MPLS network.

IV. PROPOSED METHODOLOGY
The proposed approach searches for the traffic pattern of data
center and makes statistics for the different time intervals.
These statistics are carried out on nodes as well as links to
the network. We collectively call these as network elements.
The resultant data stored in the matrix form is called a
traffic demand matrix (TDM) [42]. The Network elements
are ranked according to their traffic and their information is
stored in priority list like data structure. Once this information
is ready, we pick the highest priority element from the list
and apply the switch ON/OFF procedure on it. The network
element, having the lowest traffic from itself, has the highest
priority among all. The network element is served in a step by
step manner. The highest priority node is selected first among
the all available nodes. For this node, all the connected links
are served one by one. It has to be noticed that the links are
again served on the basis of priority starting from highest
to lowest. Each link and node has assigned a predefined
threshold limit. If the traffic goes down or up from that
limit, the network elements will be switched OFF and ON
accordingly.

During the switch OFF and ON procedure, it is necessary
to migrate the current traffic from network elements to some
other alternate elements. We are dealing in multi-path net-
work architecture where from a given source to a destination

some alternate paths are available. These alternate paths are
discovered during this process and stored in the data structure
to fetch out further. This process is continued until the system
is in a stable state with minimum functioning resources.
Periodic checking for the network traffic and update to TDM
is necessary for effective functioning of the system.
A. SWITCH ON/OFF MODULE
The Switch ON/OFF module takes care of selecting an
appropriate network element for ON/OFF. During choosing
network elements, this module ensures that the network per-
formance should be maintained at the appropriate level. The
quality of service (QoS) constraints are defined by the over-
provisioning criteria. Ultimately, our final goal is to reduce
the energy consumption of the network and put the attention
on the small subset of the network.

The steps which have to be carried out in the Switch
ON/OFF modules are discussed below.

1) TDMCalculation & Overprovisioning factor deter-
mination - To predict the traffic pattern in the different
time domain, we need to prepare a Traffic Demand
Matrix (TDM) which is a data structure containing
information related to each network element. We can
use CISCO Wan Automation Engine [43] or Wire-
shark [44] to calculate the TDM. We can accurately
predict the network information e.g. changes in topol-
ogy, overall utilization before and after failure etc.
Once we are done with the TDM calculation then we
proceed to determine the overprovisioning factor. The
overprovisioning factor defines the bandwidth amount
which is to be overprovisioned so that the network

VOLUME 7, 2019 69701



M. Paliwal, D. Shrimankar: Effective Resource Management in SDN Enabled Data Center Network Based on Traffic Demand

FIGURE 2. Flow diagram of Switch ON/OFF procedure.

administrator can meet the service level agreement
(SLA) requirements. SLA requirements are based upon
the matrices e.g. delay, jitter etc. These factors can be
manually defined by the network administrator or can
be automatically defined. The different time domain,
on which traffic pattern varies, are calculated based
on this information. These time domains are helpful to
identify the least andmost busy operational hours in the
organization.

2) Threshold Selection & Alarm Setup − On the basis
of TDM and overprovisioning factor calculated in the
previous step, we set up the threshold for the bandwidth
amount. For a link/node, if the bandwidth amount is
below the given threshold then we generate an alarm
that tells us to switch OFF the network element. This
threshold checking should be done periodically so that
non-operational elements can be turned ON during the
traffic increase.

3) Network element Ranking − For effective operation
of the system, it is necessary to switch ON/OFF net-
work element in a specific order. To get this specific
order, we rank the network elements based on vari-
ous factors associated with them. For Network links,
we identify the factors e.g. throughput, average utiliza-
tion etc. Similarly, for network nodes, we identify the
factors e.g. CPU utilization, Memory utilization etc.

4) Database Creation − We create a database instance
to keep track of information regarding the priority of
network elements determined in the previous steps. For
each time domain, we create two database instance. The
first instance is called the primary database instance.
This instance initially saves the information for each
time domain. The second instance is called a Secondary
instance. At the start, a secondary instance consists
of the same copy as a primary instance. During the
operation of switch ON/OFF and re-routing procedure,

the periodic refresh operation is carried out on the
secondary instance. On the other hand, the primary
instance store the priority information of nodes/links so
that they get processed in proper order. The node/link
having the highest priority is served first. To define the
node/link priority, we use the traffic amount informa-
tion. The node/link which has the least traffic amount
passing through it represents the highest priority
element.

5) Traffic Re-routing − During switch ON/OFF oper-
ation, it is necessary to migrate the traffic of the
node/link to some alternate node/link. We use the
MPLS traffic engineering feature for this operation.
RSVP-TE is a well-known signaling protocol for
MPLS-TE. Using RSVP-TE, we find the alternate
LSPs so that the traffic of the current node which is
going to be switchedOFF can bemigrated successfully.
This alternate path selection ensures that the switched
OFF node should not be included in the list.

6) Alarm Check − After the alternate path has been
identified by constraint shortest path first (CSPF) algo-
rithm, the traffic re-route from that node. During this
process, we check for any alarm which ensures that
the overall bandwidth utilization is maintained after re-
routing. If at any point we find a reduction in overall
bandwidth utilization of the system then we set the
previous path for the traffic.

7) SwitchON/OFF node− Finally, when all the previous
steps are compiled successfully, we switch OFF the
node and continue the process for remaining nodes in
the queue.

Fig. 2 represents the flow diagram of the switch
ON/OFF procedure and illustrates the idea behind it. Algo-
rithm 1 denotes the overall switch ON/ OFF procedure.
To stay in switch ON condition, the procedure assumes the
minimum threshold for any network element as 20.
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FIGURE 3. Flow diagram of re-routing procedure.

Algorithm 1 Switch ON/OFF Procedure
1: procedure Switch(TDM ,OF)
2: THmin = 20;
3: Create DB(Ni,Li)
4: callRR();
5: if THHPNj ≤ THmin then
6: shut down HPNj;
7: update DB;
8: goto step 4 & repeat procedure;
9: end procedure

B. TRAFFIC RE-ROUTING MODULE
This traffic Re-routing module ensures that the current traffic
of the node (being switched OFF) must be transferred to
alternate label switch paths. Following steps are performed
during the re-routing process.

1) Highest Priority Node Selection − Based on priority
queue obtained from TDM, we select highest priority
node. A node having the least traffic among all is con-
sidered as highest priority node. The network element
ranking module provides necessary information for the
highest priority node selection.

2) Highest Priority Link Selection − Once highest pri-
ority node is identified, the next step is to select the
highest priority link associated with this node. For a
node, the number of active interfaces define the links.
This priority information is taken from the priority
queue discussed in previous stages.

3) RSVP session creation & Alternate LSP selection−
After the selection of highest priority node and link,
the next step is to create a Resource reservation pro-
tocol (RSVP) session for them. During this session,
we find the alternate paths which can be a replacement
for the given path. The alternate label switched paths
(LSPs) are stored in a database so that they can be
monitored in subsequent states.

4) Alarm Check − An Alarm test is performed to check
the consistency of migration. In this step, we ensure
that our migration procedure should not disturb the

Algorithm 2 Re-Routing Procedure
1: procedure RR(N ,L,TF[N ],TF[L])
2: HPN = N1;

3: for i=N2 to Nn
4: if TF[i] < TF[HPN ] then
5: HPN = i;
6: end for
7: HPL = HPNL1;
8: for j = L2 to Ln
9: if TF[j] < TF[L1] then
10: HPL = HPNj;
11: end for
12: return HPL;
13: call RSVP();
14: if HPNj == HPNll then
15: break;
16: else
17: goto step 8 & repeat procedure on remaining links
18: if HPN == HPNln then
19: break;
20: else
21: goto step 3 & repeat procedure on remaining nodes
22: end procedure

bandwidth utilization of the system and should be free
from packet loss.

5) Last connected link test − In this step, we check
whether the link, which is going to be switched OFF,
is the last connected link to the node. If this is the case,
then the procedure will continue with the next highest
priority node in the queue. On the other hand, the failure
will lead to the continuation of this procedure with the
next available links.

6) Turn OFF node & End Task − The procedure will
conclude when all the nodes and their corresponding
links are satisfied along with the service level agree-
ment of the architecture. If no further element switch
OFFs are required, then we exit from the procedure.
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FIGURE 4. Topological overview of Network.

FIGURE 5. Energy saving v/s Traffic Load in Fat-Tree DCN.

Fig. 3 represents the flow diagram of the re-routing proce-
dure and illustrates the idea behind it. Algorithm 2 denotes
the re-routing procedure.

V. SIMULATION SETUP AND RESULTS
The proposed network architecture is simulated over Network
Simulator-3 [45], [46] to test the effectiveness of the system.
The sample topology in fig. 4 represents the topological
view of the telecommunication service provider. The network
traffic has been captured over Wireshark [44].

The topology is divided into two regions. The inner region
consists of the forwarding devices which prepare the core of
the network. The outer region consists of the devices which
perform the edge functionality of the network. The number
of devices in the inner region are more than the outer region.
The inner region along with the outer region prepares the
complete core network of the service provider. We took the
inner core network for resource overprovisioning because of
two reasons. First, the core region contains many alternative
LSPs so there is a chance of high resource overprovision.
Second, a large amount of energy is consumed by the core
network so we can save a significant amount of energy by
shutting down some forwarding devices. The core network
is organized in full mesh architecture. On the other hand,
the edge forwarding devices are connected to at least one core
forwarding device. We can consider partial Mesh topology

FIGURE 6. Energy saving v/s Traffic Load in BCube DCN.

FIGURE 7. Average Round Trip Delay v/s number of flows in Fat-Tree DCN.

among the core edge forwarding devices. Table 2 discusses
the simulation parameters and their values which are used in
the simulation.

Fig. 5 shows the graphical representation of achieved
energy saving through proposed hybrid DCN architecture
over the other DCN approaches in Fat-Tree DCN topology.
In full load condition, the proposed hybrid DCN provides
76.35% energy saving which is 12% greater than the best
comparative approach. Similar, in fig. 6, we present the
achieved energy saving of proposed hybrid DCN in BCube
DCN topology environment. The result shows around 78%
energy saving in full load condition. On observing both
scenarios, near about 77% energy saving is achieved by the
proposed hybrid DCN architecture. The results also state that
on the high load condition the proposed approach performs
better than other comparative approaches.

The delay experienced by the packet during the journey
from one subnet to another subnet in Fat-Tree and BCube
DCN architecture is represented in fig. 7 and 8 respectively.
In the Fat-Tree DCN environment, the average delay is cal-
culated as 28.881 µs which is comparatively 50-80% lower
than the other approaches. Similarly, in the BCube DCN
environment, the average delay is observed as 37.014 µs
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TABLE 2. Simulation parameters and their values.

FIGURE 8. Average Round Trip Delay v/s number of flows in BCube DCN.

FIGURE 9. Bandwidth Utilization v/s Traffic Load in Fat-Tree DCN.

which is 35-57% lower than the comparative strategies. The
graph restricts the number of flows in the network up to
1 million/second because of the limitations of many SDN
routers. So taking into account both of the topological scenar-
ios, the proposed hybrid DCN architecture presents average
delay in the range of 25-40 µs.
Fig. 9 and 10 represents the average bandwidth utiliza-

tion achieved through the proposed method in Fat-Tree and
BCube DCN environment. The average bandwidth utiliza-
tion in Fat-Tree DCN is 63% which is nearly 10 to 15%
greater than the previous DCN architectures. A similar case is
observed in BCube DCN environment where average band-
width utilization is 59% and it is about 9-13% greater than
the other comparative approaches. On combining both the
results, the average bandwidth utilization is ranging from
59 to 63%.

FIGURE 10. Bandwidth Utilization v/s Traffic Load in BCube DCN.

VI. CONCLUSIONS
In this paper, an energy efficient routing approach for data
center network is proposed. It suggests switching OFF certain
network elements (links/devices) during low traffic demand
to save the high energy demand of DCN. The method sug-
gests a re-routing procedure where we can transfer the current
traffic of switched OFF element to some alternate running
element. The method works on the MPLS based DCN where
the core forwarding devices are taken for switching OFF
process. By observing the simulation results which are carried
out on Fat-Tree and BCube DCN, we expect around 77%
reduction in the overall energy consumption of the network.
The architecture reduces the average round trip delay by
37% and enhanced the bandwidth utilization by 63%. The
re-routing module ensures that no active traffic loss should
happen during switching OFF process. The proposed archi-
tecture canmeet the growing traffic demands of the user in the
organization. It also provides a way to optimize the network
element utilization.
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