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ABSTRACT An ultra-high precision magnetic field measurement is of great scientific and economic
significance. An atomic magnetometer that operates in a spin-exchange relaxation-free (SERF) regime has
superior sensitivity and, thus, is of great significance for the ultra-high precisionmagnetic fieldmeasurement.
In order to reduce the noise of a SERF atomic magnetometer and further improve its sensitivity, a method
for noise reduction based on the multigene genetic programming (MGGP) is presented. Different from the
existing methods, in this method, the model of magnetometer noise is established based on the experimental
data. Namely, the noise of the SERF atomic magnetometer is first modeled by the MGGP algorithm and
then reduced by the obtained model. Besides, in this way, the sensitivity is improved. The experimental
results indicate that our MGGP model can adequately reflect the characteristics of the SERF magnetometer
noise. Moreover, after applying the proposed method, the sensitivity of the SERF magnetometer is improved
about 13 times at 1 Hz, and there is also a significant sensitivity increase at the frequencies less than 10 Hz.
Therefore, the proposed method can effectively reduce the noise and improve the sensitivity of the SERF
magnetometer in the low-frequency band.

INDEX TERMS Atomic magnetometer noise modeling, multigene genetic programming, sensitivity
improvement, spin-exchange relaxation-free regime.

I. INTRODUCTION
The ultra-high sensitivity magnetic field measurement can
be applied to the biomedical science [1], [2], physics [3],
magnetic anomaly prospecting [4], [5], and other related
fields, providing an important contribution to the scientific
research and national economy. The magnetic field mea-
surement device is a core of a magnetic field measurement
system, and it defines the sensitivity of magnetic field mea-
surement. Among these devices, the atomic magnetic field
measurement device based on the spin-exchange relaxation-
free (SERF) theory, which has an extremely high theoretical
sensitivity [6], [7] and can theoretically achieve preferable
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magnetic field measurement sensitivity of 1 aT/
√
Hz [7],

is the basis for future magnetic field measurement instru-
ments with ultra-high sensitivity. In [8], it was reported
that devices based on the SERF theory could be utilized
in biomedical treatments, electric dipole moment measure-
ments, and charge-parity-time reversal symmetry breaking
measurements [3], [6], [9]. Likewise, an atomic magnetome-
ter, which has an extremely high sensitivity, has been exten-
sively applied in the magnetic resonance imaging [10] and
magneto-encephalography [11].

According to the report in 2010, the SERF magnetometer
can achieve very high sensitivity of 160 aT/

√
Hz [12]. How-

ever, one of the possible approaches to enhance device sensi-
tivity is to decrease noise. There are two main strategies for
SERF magnetometer noise reduction. The first one is based
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on hardware modifications; for instance, using a low noise
magnetic shielding layer [13] and in-situ magnetic com-
pensation considering the probe beam pumping effect [14].
Although such an approach is effective in noise reduction,
hardware modification is very costly and time-consuming.
Namely, when the magnetic shielding layer is used, there is
a magnetic field gradient in the magnetic shield, which leads
to the additional gradient broadening; therefore, an effective
method to measure the magnetic field gradient is necessary.
One such method was presented in [15]. The second strategy
for noise reduction is based on software modifications. The
software-based noise reduction methods reduce the noise
using algorithms which are developed based on equipment
noise model. Therefore, compared to the hardware-based
methods, the software-based noise reduction methods have
lower cost, and their implementation is less time-consuming,
which makes them more suitable for practical application.

In recent years, the time series analysis, artificial neu-
ral networks, and nonlinear wavelet modeling have been
widely used in data modeling. Besides, the time series anal-
ysis, including the auto-regressive moving average (ARMA)
model has beenwidely applied to different predictionmodels.
However, the ARMA model can be applied only to smooth
and linear data, which makes it inappropriate for nonlin-
ear modeling [16]. Recently, the artificial neural networks
(ANNs), the support vector machine (SVM) [17], [18] and
some other artificial intelligence (AI) [19] based methods
have been declared as powerful computer-based modeling
tools. Namely, it was shown that they are more effective in
nonlinear modeling than the ARMA model [16]. However,
neither ANNs nor SVM can provide an exact mathematical
expression of the relationship between input and output vari-
ables. In addition, theANNs require large datasets to establish
an appropriate model. In recent years, the genetic program-
ing (GP) algorithms including the multigene genetic pro-
gramming (MGGP) algorithm (i.e., an improved GP method)
have been more and more utilized in nonlinear time series
modeling because of numerous advantages. For instance, any
form of objective functions and constraints, whether linear
or nonlinear, discrete or continuous can be processed by GP,
in addition, it is very effective for global search. In [20], it was
reported that GP could be applied in modeling and optimiza-
tion of a random atomic spin gyroscope drift. In addition,
in [21] the GP was utilized to lock the distributed feedback
laser diode frequency to the gas absorption lines.

TheMGGP algorithm is very effective inmodelingwithout
any prior knowledge, and it has very high objectivity and ver-
satility. The additional advantage of the MGGP algorithm is
that it provides a specific mathematical relationship between
input and output data, and can optimize model parameters.
Moreover, the MGGP does not require a large amount of data
for modeling. Furthermore, the MGGP can be configured to
evolve themultigene individuals. Therefore, using theMGGP
highly-accurate models can be developed [22].

In this paper, a noise reduction method for SERF mag-
netometers based on the MGGP model is introduced. First,

a model of the SERFmagnetometer noise is developed. Next,
the SERF magnetometer output signal at no input signal
is measured to determine the SERF magnetometer noise.
Then, the MGGP algorithm is utilized to establish the model
of SERF magnetometer noise. Afterwards, in the magnetic
field measurement by a SERF magnetometer, the noise is
reduced using the previously developed MGGP noise model.
Finally, the sensitivity of SERF magnetometer is improved.
The results show that the sensitivity is improved by 13 times
at 1 Hz.

The rest of this paper is organized as follows. In Section II
presents the proposed method in detail including SERF mag-
netometer noise, the MGGP algorithm parameters and pro-
cess and the procedure of SERF magnetometer sensitivity
improvement. Section III the experimental setup and result
anasys are described. Finally, Section IV concludes the paper.

II. SENSITIVITY INCREASE PRINCIPLE
A. SERF MAGNETOMETER NOISE
The magnetometer model can be expressed as follows:

Bout = Btrue + Bbias + Bnoise. (1)

where Bout denotes the output signal of a SERF magnetome-
ter, Btrue denotes the true magnetic signal, Bbias denotes the
systematic error, and Bnoise represents the SERF magnetome-
ter noise. The noise and bias are the two main factors limiting
the magnetometer sensitivity, both of which are time-varying.
Therefore, it is of great importance to determine noise and
bias values. However, noise consists of different noise types,
such as magnetic noise, optical noise electrical noise, and
thermal noise. As well known, in a SERF magnetometer,
the multiple magnetic shield layers are usually used to pro-
vide an extremely weak magnetic environment required to
maintain the SERF regime. Namely, several layers ofµ-metal
can attenuate the external field by many orders of magnitude.
However, the sensitivity of a SERF magnetometer is limited
by the magnetic noise generated by the innermost layer of the
magnetic shield [13]. In particular, magnetic viscosity effects
result in an imaginary component of magnetic permeability
at a low frequency and generate the magnetization noise with
a 1/f power spectrum [23]. Following the method for an
electrostatic problem involving a charge inside a long, hollow
conducting cylinder, the longitudinal magnetic field noise on
the shield axis is given by:

δBmagn =
0.26µ0

r
√
t

√
4kTµ′′

ωµ
′2

(2)

where ω denotes the driving angular frequency, µ′′ and µ′

respectively denote the imaginary and real part of the com-
plex permeability µ = µ′ − iµ′′, r and t are respectively
the inner radius and thickness of a shield, T denotes the
thermodynamic temperature. Laser noise is another important
component of the SERF magnetometer noise. A beam of
circularly polarized light is used to pump the atoms, and a
linearly polarized light is used for signal detection. Since both
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power and frequency of a laser are fluctuating, changes in
the pumping rate and optical rotation angle can be caused,
which will cause noise generation. Namely, according to the
optical rotation theory, the relationship between the optical
rotation angle, which is closely related to the magnetic field
signal, and laser frequency denotes the Lorentz lines near
the atomic resonance peak. Thermal noise is another signif-
icant component of the SERF magnetometer noise because
the atomic density of the alkali metal cell is directly deter-
mined by its temperature. Furthermore, the sensitivity of a
SERF magnetometer is also affected by electrical noise in the
photoelectric conversion, signal transmission, and so on. In
conclusion, there is a complex nonlinear relationship between
the magnetometer noise and its components. Therefore, it is
difficult to establish a clear analytical model using only the
theoretical analysis. On the other hand, the MGGP could
be used to model the magnetometer noise using experimen-
tal data without a clear understanding of the relationship
between the noise and sensitivity.

In this work, the MGGP algorithm is utilized to establish
the specific mathematical expressions of measurement noise
of a SERF magnetometer and to optimize the coefficients of
these mathematical expressions.

B. MGGP MODEL OF MAGNETOMETER NOISE
1) THE MGGP ALGORITHM
At present, the genetic programming methods are much more
popular than the conventional linear forecasting methods
because they can be model complex nonlinear relationships.
In this paper, the MGGP algorithm, which represents an
improved GP algorithm, is utilized to establish a model of the
SERF magnetometer noise. The MGGP algorithm input data
is the magnetometer output signal when there is no applied
magnetic field. For the sake of simplicity, in the following,
the term ’noise’ is used to represent both noise and bias. The
MGGP algorithm is a new evolutionarymodelingmethod that
aims at finding out a model which presents the relationship
between input and output data best. One of themost important
advantages of this algorithm is that the model can be devel-
oped without any prior knowledge about the structure.

The MGGP algorithm constructs a model with a tree-like
structure, whose leaves are called terminals while the other
nodes, including the root, are called functions. As shown
in Fig.1, the top of a tree-like structure denotes the root,
the point where two branches converge denotes a node,
and leaves construct the bottom. The elements of termi-
nals are incontrovertible so that the independent variables
of a given problem, zero-argument functions, and ran-
dom constants can be treated as terminals [24]. However,
the functions require arguments, which can be arithmetic
operators {+,−,×,÷, sin, cos, log, exp, sqrt, square, etc.},,
mathematical functions with parameters, conditional state-
ments, or even user-defined operators [25]. For instance,
an equation can be expressed as a tree-like structure, where
equation elements denote the leaves that are called termi-
nals, and arithmetic operators denote the root and nodes

FIGURE 1. The operation of low-level crossover operator.

which are called functions. This method based on the phe-
nomena in evolutionary biology can simultaneously create
many different models similarly to many individuals in the
biological population. Each model element depends on the
functional set and terminal set. Besides, the model structure
changes dynamically due to the genetic operations such as
crossover, mutation, and reproduction, and in genetics, they
are respectively called the hybridization, heredity, and gene
mutation. A proper choice of a function set, whose quantity
and style determine the MGGP model complexity is very
important. A small number of functions in the function set
will decrease model accuracy. On the other hand, a large
number of functions will expand the explore space and affect
the modeling, and even lead to no solution. The MGGP
algorithm performs well very on mixed, combinatorial, and
many other complex problems. Moreover, the probability of
falling into a local optimum is less than for the gradient search
method [20]. The MGGP combines the GP ability to select
the best model structure with the classical regression ability
to estimate the parameter by using a multigene [26]. Every
MGGP individual program consists of several traditional GP
trees, where each tree can be regarded as a gene, and the
overall model represents a weighted linear combination of
those genes.

The basic operations of the MGGP algorithm are the
crossover, mutation, and reproduction [26], [27]. There are
two crossover types in the MGGP algorithm, the first one is
a two-point high-level crossover operator which is executed
at the gene level, while the other one is a low-level crossover
and it is performed at the sub-tree level. When the two-point
high-level crossover operator is applied, two individuals in
the current population are selected as parents based on their
fitness values, and for each parent, two crossover points are
set. Then, two offspring are formed by swapping the genes
enclosed by the crossover points between the parents. In the
case of a low-level crossover operator, a gene is randomly
chosen from each parent and branch is selected from each
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FIGURE 2. The procedure of mutation operation.

gene. Then, two new genes are formed by swapping the two
branches. The operation principle of the low-level crossover
operator is illustrated in Fig. 1. The mutation, which can be
defined as a mutating part randomly chosen from the selected
individual of the current population, denotes a genetic oper-
ator used to create a new offspring. The high-level muta-
tion merely reshuffles the genes, but the individual structure
is un-changed. Hence, the mutation operator works at the
sub-tree level in an almost identical manner as its traditional
GP counterpart. The mutation operation where a randomly
selected node is replaced by a randomly generated GP tree is
illustrated in Fig. 2.

The MGGP algorithm represents a very smart AI algo-
rithm which can be used for noise modeling and mitiga-
tion of unwanted features, such as time-depended bias. The
development of a model is relatively fast, but modeling
time-consumption depends on data size. For the data size used
in this study, the model-developing process took only decades
of seconds. In addition, the MGGP algorithm is an advanced
algorithm that does not require a large amount of data to
develop the model. However, the larger the data amount is,
the more accurate the model will be.

2) THE MGGP ALGORITHM PARAMETERS AND PROCESS
In this paper, the function set F and terminal set T are chosen
as follow:

F = {+,−,×,÷, sin, cos, exp, sqrt, square} . (3)

These symbols are arithmetic operators, and they represent
addition, subtraction, multiplication, sine function, cosine
function, exponential function, square root, and square func-
tions. To model the nonlinearity, along with addition and
subtraction, we also add multiplication, sine function, cosine

function, exponential function, square root, and square func-
tions to the function set. These operations are important for
model characterization.

T = {x1, x2, x3, x4,C0} . (4)

where X = {x1, x2, x3, x4} denotes the set of independent
variables, xi = Bsignal(t − i) denotes the measurement noise
of a SERF magnetometer at the time moment (t − i), where
i = 1, 2, 3, 4. The SERFmagnetometer output at the previous
moments contains the variation trend of the noise, so they are
chosen as the termination set. In addition, there is a system
bias in the magnetometer output signal, so we include a
constant C0 which stands for system bias in the termination
set. The initial generation results in a sequence of random
tree-like structures that are made up of functions and terminal
values. Each tree-like structure is randomly chosen and has
both roots and branches. It should be noted that the root set
has to be an operator, and it can be randomly chosen only
from the function set F . Also, the leaf node has to belong to
the terminal set T , and the other non-leaf nodes can be chosen
randomly from the union of these sets, F

⋃
T . The objective

function used in the MGGP model is the minimum deviation.
The smaller the deviation between the magnetometer noise
calculated by the established model and the measured noise
is, the more accurate the established model will be. The main
goal is square noise minimization. The least square principle
is utilized to design the fitness function, whose simplified
expression is given by:

Ffitness = 1−

∑n
i=1

(
Nactual [i]− Nforecast [i]

)2∑n
i=1

(
Nactual [i]− Naverage

)2 . (5)

where n denotes the total amount of time-series data,
Nactual [i] denotes the real output at time moment ith,
Nforecast [i] denotes the output forecasted by theMGGPmodel
at time moment ith, and Naverage denotes the mean value of
all the actual values of the real output. The denominator is
constant if the actual data is specified. Further, the value of
n∑
i=1

(
Nactual [i]− Nforecast [i]

)2 is correlated with the MGGP

model. The higher the model accuracy is, the smaller the
fitness function value is. Therefore, it is very reasonable to
use a fitness function to measure the efficiency of the MGGP
model. The SERF magnetometer model is selected randomly
and then modified based on the fitness function value. Next,
the algorithm compares the fitness function value of all the
selected model. The larger the value is, the better the model
is. The inferior model is eliminated, and the better model is
selected. After every selection, all selected models are backed
to the current generation; models can be selected or copied for
many times. After selection, the selected model is modified
by the evolutionary operators. The simplest and most useful
operators are crossover and mutation. Namely, two models
are selected, and one point is taken as a swapping point in
the crossover, and each sub-tree from that point is exchanged
with some other to create the offspring. Themutation operator
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FIGURE 3. The algorithm of MGGP.

is implemented directly. The offspring of a selected gene is
moved to the position of its parent by mutation operator. The
MGGP algorithm is shown in Fig. 3.

C. SERF MAGNETOMETER SENSITIVITY IMPROVEMENT
The procedure of SERF magnetometer sensitivity improve-
ment is shown in Fig. 4, where it can be seen that SERF
magnetometer sensitivity is improved in six steps. In gen-
eral, a SERF magnetometer outputs electrical signals. There-
fore, the magnetometer should be calibrated first, to deter-
mine the relationship between the magnetometer output and
the calibrated magnetic field. An oscillating field Bosc =
B0 cos(2π ft) along the sensitive axis of the SERF magne-
tometer is generally applied to calibrate a SERF atomic
magnetometer [28], where B0 is the amplitude of the oscil-
lation, and f is the oscillating frequency. In particular,
it should be noted that the amplitude of SERF magne-
tometer output varies with the frequency [28], [29]. The
amplitude-frequency response can be fitted by the normalized
frequency-response function, which is given by [29]:

Sout (f ) = A
/√

f 2 + B2 + C (6)

FIGURE 4. The procedure of SERF magnetometer sensitivity improvement.

where Sout denotes the amplitude of the SERF atomic magne-
tometer output signal. Then, the calibration coefficient related
to the frequency is expressed as:

Kc(f ) = A/B0
/√

f 2 + B2 + C . (7)

Accordingly, the first step (the blue part in Fig. 4) can be
divided into three sub-steps: (1) input several calibration
signals of the same amplitude and different frequencies; (2)
fit the amplitude-frequency response by (6); (3) calculate the
scale coefficient by (7). The remaining five steps are shown
in the green part, in Fig. 4. The second step relates to the
measurement of output signal without a calibration signal,
which is regarded as the MGGP training set. The third step
is to build a model by using the MGGP algorithm. In the
fourth step, the developed model is used to predict the noise
at the next moment based on the noise data at the previous
four moments, and remove the predicted signal from the real
signal, leaving the optimized signal, which is described as
reducing the noise threshold. The fifth step is to apply the
fast Fourier transform to the optimized signal to obtain the
signal amplitude in the frequency domain. The final step is to
convert the voltage-amplitude signal in the frequency domain
to the SERF magnetometer sensitivity using the calibration
coefficient obtained in the first step.

III. EXPERIMENTAL SETUP AND RESULTS ANALYSIS
A. EXPERIMENTAL SETUP
The experimental setup is presented in Fig. 5, wherein it can
be seen that it mainly included three parts: SERF atomic
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FIGURE 5. The experimental apparatus for SERF magnetometer.

TABLE 1. The frequencies of the ten oscillating field and the amplitude of
their corresponding output signals.

magnetometer, optical platform, and data acquisition system.
The SERF atomic magnetometer was used to create the orig-
inal data of the magnetometer. The optical platform served as
a support platform of the SERF atomic magnetometer. Lastly,
the data acquisition system was used to process the data.
The atom source of the apparatus was K-Rb-Ne. The ratio of
potassium atoms to rubidium atoms was approximately 1:70.
The alkali metal atomic gas cell was a spherical quartz glass
cell with a negligible wall thickness and an external diameter
of 10 mm. The internal pressure and the working temperature
of the vapor cell were 3.5 atmos and 200 ◦C, respectively.
A total of three layers of magnetic shield tubes were used
to provide a very weak magnetic environment for the SERF
magnetometer; the two outer layers were permalloy (1J85)
and the inner layer was manganese zinc ferrite. The system
sampling rate was set to 200 Hz.

B. NOISE REDUCTION PROCEDURE
As already mentioned, in this work, we improve the sensi-
tivity of a SERF magnetometer using a method based on the
MGGPmodel of the SERFmagnetometer noise. In the exper-
iment, we first calibrated the scale coefficient of the SERF
atomic magnetometer following the steps shown in Fig. 4.
Ten calibration signals expressed as Sin = Bcal cos (2π fcal t)
were fed to the SERF atomic magnetometer input, where Bcal
denoted the amplitude of the oscillating magnetic field, and
its value was 0.0972 nT , and f denoted the frequency of the
oscillating magnetic field. The frequencies of the ten input
signals and their corresponding magnetometer output signals
are shown in Table 1.

FIGURE 6. The normalized frequency-response function.

TABLE 2. The appropriate parameter settings of MGGP.

Fitting the amplitude-frequency response by (6), we
obtained the values of A, B and C , and they were 3.94× 104,
22.17 and 20.51, respectively. Therefore, the scale coefficient

was K (f ) = 405.35
/(√

f 2 + 22.172 + 20.51
)
(V/nT ).

The normalized frequency-response function is shown
in Fig. 6.

In the experiments, the MGGP tool software ‘gptips2’ was
used. The ‘gptips2’ is a program package for the determina-
tion of the relationships between data which are then rep-
resented as functions. The MGGP parameters are presented
in Table 2. There were two termination criterions for the
MGGPmethod, achievement of the pre-defined fitness value,
and achievement of the pre-specified number of generations.
In the experiment, many MGGP models were developed, and
the best one among them was chosen based on the fitness
function value. The structure of the best MGGP model is
defined by (8).

Y = 2.036× x1 − 2.503× x2 − 4.99×4 − 1.701×exp (x1)

+2.842×exp (x2)+3.084× exp (x4)−1.701× sin (x3)

+ 11.95×x43×x
4
4+1.973×

(
x21+cos (x4)

)
×
√
x3+x4

− 1.701×x21 × x3+0.6244×
√
cos (x1+2× x2)−5.67

(8)

In (8), xi denotes the noise at the time moment (t − i) , i =
1, 2, 3, 4, and Y denotes the corresponding output of the
MGGP model. The magnetometer output signals before and
after optimization are shown in Fig. 7. The original data is
represented by the blue line in Fig. 7, and it was obtained by
recording themagnetometer output for about 370 s. The shape
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FIGURE 7. The magnetometer output signals before and after
optimization.

TABLE 3. The sensitivity comparison at 1 Hz , 2 Hz , 3 Hz , 4 Hz , and 5 Hz .

and the value of the line indicate that the original magne-
tometer output signal contained a bias and drifts slowly over
time. The red curve in Fig. 7 represents the magnetometer
output signal optimized by the proposed method. In Fig. 7
it can be seen that in the optimized signal, the noise was
obviously reduced, and the signal bias and slow drift were
also removed with time, indicating the effectiveness of the
proposed method.

C. EXPERIMENTAL RESULTS ANALYSIS
The magnetic field sensitivity data were obtained by record-
ing the magnetometer output for about 100 s, and then per-
forming a fast Fourier transform (FFT) without windowing,
and calculating rms amplitudes in 15-Hz bins. The compari-
son of sensitivity before and after noise reduction is shown
in Fig. 8, where blue curve denotes the noise of the mag-
netometer response to a 10-Hz oscillating magnetic field,
the red line represents the magnetic noise of the original
source signal of the magnetometer, and green curve shows
the magnetic noise after the optimization. The sensitivity
comparison at 1 Hz, 2 Hz, 3 Hz, 4 Hz, and 5 Hz is shown
in Table 3.

The experimental results indicate that our method for
improving the SERFmagnetometer sensitivity achieved good
results. In the low-frequency band, especially when the fre-
quency was lower than 10 Hz, the sensitivity of the mag-
netometer was greatly improved; specifically, at 1 Hz, the
magnetometer sensitivity increased by 13 times.

FIGURE 8. The comparison of sensitivity before and after noise reduction.

The implementation of the proposed method is very simple
and does not require any hardware modification of the SERF
magnetometer. Only a laptop with 4G memory is needed,
and the user does not need to have any prior knowledge
about the noise of the SERFmagnetometer. However, the pro-
posedmethod has some shortcomings. As alreadymentioned,
the model predicts the noise in the SERF atomic magnetome-
ter output signal, and if the prediction lasts too long, the pre-
dicted data can be inaccurate. Therefore, it is recommended
to conduct measurement for only a few hundred seconds.
In addition, although a larger amount of data can make the
model more accurate, it also increases model complexity.

IV. CONCLUSION
The SERF magnetometer sensitivity is a very important
parameter in the measurement of the magnetic field. In this
study, a new method for noise reduction based on the MGGP
algorithm is proposed. The MGGP algorithm is employed
to model the nonlinear and random characteristics of the
SERF magnetometer noise. The experimental results indi-
cate that the proposed method improves the sensitivity of
the SERF magnetometer by 13 times at 1 Hz. Therefore,
the proposed method can significantly reduce the noise and
improve the sensitivity of the SERF atomic magnetometer,
and consequently improve the accuracy of the magnetic field
measurement system. Since, high sensitivity is a characteris-
tic of a SERF atomic magnetometer, modeling of the SERF
atomic magnetometer noise is particularly important for the
measurement of the magnetic field. The proposed method
achieves excellent performance, especially in nonlinear mod-
eling problems, which are very common in practice. There-
fore, the proposed method has a wide range of applications.

The proposed method has some limitations, such as poor
universality of a model established by the proposed method.
In other words, a model established for one magnetometer
may not be applicable to another magnetometer. However,
the proposed method itself has strong universality. Therefore,
we could overcome this problem by modeling specific device
by this method before use it.
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