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ABSTRACT The prediction method plays crucial roles in the accurate prediction of rockfall runout range
which could improve the protection of endangered residential areas and infrastructure. Recently, the K-
nearest neighbor (KNN) algorithm, one of many machine learning techniques, showed good performance in
pattern classification. Therefore, the aim of this study was to use the K-nearest neighbor (KNN) algorithm to
predict the rockfall runout range which is classified into different subintervals according to the distance from
the slope toe. First, we proposed the prediction model of the rockfall runout range based on our improved
KNN algorithm which could better offer robustness against different choices of the neighborhood size k, and
it is the first work of applying our improved KNN algorithm to rockfall runout range prediction. Second,
the shaking table tests of rockfall runout models were conducted for simulating the rockfall process, and the
influence laws of factors-including types of an earthquake, peak ground acceleration, vibration frequency,
slope angle, slope height, and block mass and block shape-on rockfall distance are investigated. Finally,
there is a discussion of the performance of our proposed prediction model based on our improved KNN
algorithm in the prediction of rockfall runout range. The extensive experimental results for rockfall runout
range prediction demonstrate the effectiveness of our proposed prediction model.

INDEX TERMS Improved KNN algorithm, rockfall runout range, earthquake, shaking table test.

I. INTRODUCTION
Earthquake-induced rockfalls, such as the 1964 Alaska earth-
quake in the United States, the 1964 Niigata earthquake in
Japan, the 1976 Tangshan earthquake and the 2008Wenchuan
earthquake in China, caused the massive destruction of civil
structures, which usually resulted in tremendous losses both
in lives and properties [1]. To illustrate the rockfall prob-
lem, Figure 1 shows a rockfall event after the Wenchuan
earthquake which occurred in the Sichuan Province on
May 12, 2008. Rockfall hazard mapping requires definition
of the runout distance and the range that can be reached by
blocks, i.e. the propagation area [2]. Unfortunately, the rock-
fall runout distance prediction presents a major challenge
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due to a large number of influencing factors, which have a
highly nonlinear relationship with the rockfall runout dis-
tance. Because of the randomness and uncertainties of earth-
quakes, the prediction of the rockfall runout range should be
of practical significance. The aim of this work is to obtain
a prediction approach of the rockfall runout range based on
machine learning techniques.

Predicting the rockfall runout range, namely, the areas
potentially under the threat of rockfall, is still a challenge.
Various solutions exist-including · field test, laboratory inves-
tigation, and numerical simulation [3]. Preh et al. [4] con-
ducted a drop test, and obtained reasonable stochastic approx-
imations of rock fall trajectories in all dimensions. Jaboyedoff
et al. [2] estimated rockfall runout zones using a numerical
simulation method, which is proved to be a good way to
get first estimations of rockfall runout zones. Hu et al. [5]
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FIGURE 1. A rockfall disaster occurred after the Wenchuan earthquake,
Sichuan Province, China, May 12, 2008.

proposed formulas for computing the movement distance and
bounce height of the falling rock in two-dimensional space.
Wang, et al. [6] proposed critical threshold values of rock-
fall events by probabilistic method. Unfortunately, research
on rockfall runout distance and the range upon earthquake
events is seldom involved due to the long recurrence period
and scare field data of the rockfalls during earthquakes.
The shaking table test is a key means of earthquake sim-
ulation in the lab [7]. As a consequence, by the shaking
table test, we obtained the rockfall data under earthquake
in our study. In recent years, the interest in the prediction
approach of the rockfall runout distance has grown signifi-
cantly using various machine learning techniques that yield
good predictions [8], [9]. Zhou [1] established the predic-
tion system by a support vector machine method to predict
the characteristic parameters of rockfall movement on rock
slope, and found that the prediction system based on support
vector machine (SVM) can easily estimate the characteris-
tic parameters of rockfall movement without modeling and
computing with rockfall software. For this reason, machine
learning approaches are being increasingly used for rockfall
prediction.

The aim of our study is to investigate rockfall runout
range which is essentially a range prediction problem. It is
worth noting that the K -nearest neighbor (KNN) algo-
rithm [10]–[12], which is one of the most well-known
algorithms in pattern recognition, has been proven to be
very effective in classification and prediction. Consequently,
the rockfall runout range predictions have been made accord-
ing to the classification results of the KNN algorithm. A num-
ber of variations of the KNN-based approaches have also
been developed [13], [14]. Dudani [15] proposed a weighted
voting method named the distance-weighted k-nearest neigh-
bor (WKNN) rule, which is the first distance-based vote
weighting schemes. In this approach, the farthest neighbor
is weighted as 0, the closest as 1 and the others are scaled
between by a linear mapping. The WKNN algorithm per-
forms well in comparison with the traditional KNN approach,
but the classification performance is still impacted by the sen-
sitivity to the choice of the neighborhood size k , particularly
in the small sample size cases. Gou et al. [16] presented a dual
weighted k-nearest neighbor (DWKNN) rule that extended
the linear mapping of Dudani, in which the closest and the
farthest neighbors are weighted the same way as the linear
mapping, but those between them are assigned smaller val-
ues. Although the WKNN and DWKNN algorithms perform

well in comparison with the traditional KNN approach, the
sensitivity of the classification performance to the choices
of the neighborhood size k still exits. It is also noticed that
the exponential of some distance, which is chosen as the
weighting scheme, exhibits better classification accuracy and
lower variance [17]. Inspired by the effectiveness of the expo-
nential of some distance for classification, we believe that this
approach should be a better choice as the weighting scheme.
Also, we proposed an improved KNN algorithm from the
literature [18] to predict the rainfall grade, and found that the
performance of our proposed rainfall grade approach based
on our improved KNN algorithm is somewhat better than the
other three approaches, namely, DWKNN,WKNN andKNN.

In this paper, we use our improved KNN algorithm to the
prediction of the rockfall runout range, which, to our knowl-
edge, is the first study to apply an improved KNN algorithm
for the prediction of the rockfall runout range. Extensive
experimental results show that our proposed predictionmodel
achieves high prediction performance of the rockfall runout
range.

II. OUR IMPROVED KNN ALGORITHM
Our improved KNN algorithm, which exhibits high classifi-
cation accuracy [18], chose the exponential of some distance
as the weighting scheme. Before presenting our improved
KNN algorithm, we briefly review of KNN, WKNN and
DWKNN algorithm.

A. KNN, WKNN AND DWKNN ALGORITHMS
The k-nearest neighbor algorithm is a powerful nonparamet-
ric classifier which assigns an unclassified pattern to the class
represented by a majority of its k nearest neighbors. In the
general classification problem, let T =

{
xn ∈ Rd

}N
n=1 denote

a training set withM classes including N training samples in
d-dimensional feature space. The class label of one sample
xn is cn. Given a query point x, the KNN rule is carried out as
follows.
(1) Find k nearest neighbors from the set T for the

unknown query point x, and let T =
{
xNNi , cNNi

}k
i=1

indicate the set of k nearest neighbors for x. The dis-
tance between x and the neighbor xNNi is measured by
the Euclidean distancemetric, as shown in equation (1).

d(x, xNNi ) =
√
(x − xNNi )T (x − xNNi ) (1)

(2) The class label of the query point x is predicted by
the majority voting of its neighbors, as shown in
equation (2).

c′ = argmax
c

∑
(xNNi ,cNNi )∈T

δ(c = cNNi ) (2)

where c is a class label and cNNi is the class label for
the i-th nearest neighbor among its k nearest neighbors.
δ(c = cNNi ), an indicator function, takes a value of one
if the class cNNi of the neighbor xNNi is the same as the
class c and zero otherwise.
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(3) Dudani [15] first introduced a weighted voting method
for KNN, calling the distance-weighted k-nearest
neighbor rule (WKNN). In WKNN, the closer neigh-
bors are weighted more heavily than the farther ones,
using the distance-weighted function. The weighted
function of WKNN is shown in Equation (3).

wi =


dk − di
dk − d1

, dk 6= d1

1, dk = d1

di =
√
(x − xNNi )T (x − xNNi ) (3)

Accordingly, the classification result of the query is
made by the majority weighted voting, as defined in
Equation (4).

c′ = argmax
∑

(xNNi ,cNNi )∈T

δ(c = cNNi ) (4)

(4) DWKNN is based on WKNN: Different weights are
given to k nearest neighbors according to their dis-
tances, with closer neighbors having greater weights.
The dual distance-weighted function of DWKNN is
defined in Equation (5).

wi =


dk − di
dk − d1

·
dk + d1
dk + di

, dk 6= d1

1, dk = d1
(5)

Then, we label the query x by the majority weighted
vote of k nearest neighbors, the same as Equation (6).

c′ = argmax
c

∑
(xNNi ,cNNi )∈T

wiδ(c = cNNi ) (6)

B. OUR IMPROVED KNN ALGORITHM
In the literature [18], we improved the KNN algorithm to
further overcome the influence of neighborhood k . Consider
a training set T =

{
xn ∈ Rd

}N
n=1 with M classes, where N

is the sample numbers of T , and d is the feature dimension.
In our proposed improved KNN algorithm, the class label of
a query point x is yielded by the following steps.

Find k nearest neighbors for the unknown query point x
in the training set T , and let T =

{
xNNi , cNNi

}k
i=1 denote the

set of k nearest neighbors for x, and the k-nearest neighbors
x1NN , x2NN , · · · · · · , xkNN are sorted in an increasing order
according to their corresponding Euclidean distance to x,
described in Equation (1).

Allocate different weights to k nearest neighbors, and the
weight wj of the j-th nearest neighbor is determined as shown
in Equation (7).

wj =

exp(−((
dk − dj
dk − d1

) · (
dk + d1
dk + dj

))), dk 6= d1

1, dk = d1
(7)

Accordingly, classify the query point x into the class c
by a majority weighted voting of its neighbors, as shown in

Equation (8).

c = argmax
c

∑
(xNNj ,cNNj )∈T

wj · δ(c = cNNj ) (8)

III. ROCKFALL EXPERIMENT
For laboratory study, large natural rockfall is impractical.
Consequently, a method that used physical model tests with
small-sized rock blocks and artificial slope in combination
with shaking table test equipment was applied.

A. EXPERIMENTAL APPARATUS
Natural seismic records can be reproduced by the shaking
table test, and the model installed on the shaking table can
actually experience the earthquake process. Figure 2 shows
the shaking table test equipment to model rockfall under the
seismic excitation.

FIGURE 2. Shaking table test equipment. (a) Hydraulic system;
(b) Shaking table.

As can be seen in Figure 3, the main technical indicators
of the shaking table test equipment include a rated working
frequency (40 Hz), a maximum acceleration (20 m/s2), the
maximum test load (5000 kg) and dimensions of the shaking
table (1.5m× 1.5m).

FIGURE 3. Shaking table test model.

B. EXPERIMENTAL MODEL
Model tests of actual projects should meet certain similitude
principle. Similitude is a concept applicable to the testing
of engineering models. A model is said to have similitude
with the real application if the two share geometric similarity,
kinematic similarity and dynamic similarity.

The scaling law between our test model and the actual
projects follow the Buckingham Pi theorem [19], and the
proportional relation for the similarity ratio is developed by
Jiang, et al. [20], as shown in Table 1.
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TABLE 1. Similarity coefficient between our test model and the actual
projects.

[τ ] is the horizontal shear strength, and [τ ] is computed by
Equation (9).

[τ ] =

√
(
1+ k
2

σv sinϕ + c cosϕ)2 − (
1− k
2

σv)2 (9)

where σv is the normal pressure stress (i.e. the geostatic stress
caused by burial depth); ϕ is internal friction angle; c is
cohesion; k is lateral pressure coefficient.

In our experiment, similar material was developed based
on the slope material in the actual engineering project. The
material of the artificial slope is similar to phyllite [21], and
the properties of materials simulating slope and block are
shown in Table 2.

TABLE 2. Properties of materials simulating slope and block.

FIGURE 4. Blocks with different shapes. (a) Cubic blocks; (b) cuboidal
blocks; (c) cylindrical blocks; (d) spherical blocks.

The slope models were made with varying heights and
slope angles. As a sample, the length, width and height of
one of the slope models are 2.0m, 1.5m, and 0.5m, as shown
in Figure 3.

C. EXPERIMENTAL PROGRAM
As data was acquired in the laboratory test, the shapes of the
falling blocks were spherical, cubic, cylindrical and cuboidal
respectively. In the laboratory tests, each case was tested
50 times to account for the randomness of the impact. The
effect of block shape was investigated by comparing spheri-
cal, cubic, cylindrical and cuboidal blocks with the samemass
value of 0.28kg. The effect of block mass was examined by
releasing spherical blocks on slope topwith the different mass
values which were 0.01kg, 0.04kg, 0.08kg, 0.16kg, 0.28kg,
0.70kg, 1.30kg and 4.40kg. For effect of slope height and
slope angle, tests were performed by controlling the slope
height and slope angle, as shown in Table 3.

TABLE 3. Details of experimental program.

Vibration frequencies and earthquake types are the main
external factors in induced rockfall. Thus, we used sine waves
with various frequencies, near field and far field seismic
waves recorded at different sites (T1-I-1, T2-I-3, T1-II-1,
T2-II-3, T1-III-1 and T2-III-3), El Centro seismic wave and
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TABLE 4. Test conditions.

Tianjin seismic waves as inputs to the shaking table. The peak
accelerations of the seismic waves were adjusted for different
values to investigate the influence of peak acceleration on
rockfall runout distance. The test conditions are shown in the
Table 2.

D. ROCKFALL RUNOUT RANGE CLASSIFICATION
The rockfall runout range is divided into a number of subin-
tervals. The rockfall runout distance is measured from the
slope toe, and one fifth of the slope height H is divided into a
subinterval, as shown in Figure 5.

FIGURE 5. Subintervals of the rockfall runout range.

According to the distance to the slope toe, we define differ-
ent subintervals as different rockfall runout ranges, as shown
in Table 5.

In the laboratory tests, each case was tested 50 times
to account for the randomness of the impact. The num-
ber of all the blocks with the same shape and mass are
the population Tn, and the number of the blocks with the
same shape and size in different subintervals are sample Sn

(n = 1, 2, 3 . . . . . .). Then probability ζn of the blocks in
the different subintervals could be computed, as shown in
Equation (10).

ζn =
Sn
Tn

(10)

where ζn is probability of the rock falls in the different
subintervals; Tn is the number of all the rock falls with the
same shape and size; and Sn is the number of the rock falls
with the same shape and size in different subintervals.

IV. EXPERIMENTAL RESULTS
A. INFLUENCE FACTORS ANALYSIS
Rockfall is a common seismic damage phenomenon, and
also it is also an important content area of engineering geo-
logical evaluation in earthquake locations [22]. There are
many influencing factors to rockfall runout which is a very
complicated process. In fact, the influencing factors can be
roughly divided into three categories [23]: the first is the slope
shape, such as slope height and slope angle. The second is the
type of the block, such as block mass, block shape. The third
is the earthquake, such as peak acceleration and vibration fre-
quency. In our study, the effect of the main factors including
peak acceleration, vibration frequency, slope height, slope
angle, block mass and block shape on the rockfall runout
distance and the range were investigated.

1) EFFECT OF VIBRATION FREQUENCIES
To address the effect of the vibration frequencies on rock-
fall runout range, the sphere, cube, cylinder and cuboid
blocks were used to conduct the shaking table test, as shown
in Figure 5. The probability values of the blocks falling
into the different subintervals affected by different vibration
frequencies are shown in Figure 6.

Figure 6 shows the probability values of the blocks with
various mass and shapes in different rockfall runout range.
It should be noted that the rockfall runout distance increases
with increasing block mass. The rockfall runout distance
increases with increasing block mass when the block shape is
sphere. The main reason is that the block with the maximum
mass has the greatest gravitational potential energy, and the
gravitational potential energy transforms to the kinetic energy
when the blockfalls in an earthquake event. The maximum
rockfall runout range is 1.8∼2.0H when the block shape is
spherical. Taking one value of the cylinder block mass as an
example, when the block mass is 0.28kg, the probability of
the blocks falling into the subinterval 1.2∼1.4H is the highest.
Consequently, 1.4H can be used as the critical protection
range for the major construction and infrastructure projects
when the cylinder block mass is 0.28kg.

TABLE 5. Definition of the subinterval.
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FIGURE 6. Probability values of the blocks falling into the different subintervals. (a) Sphere block (0.01kg); (b) Sphere block
(0.04kg); (c) Sphere block (0.08kg); (d) Sphere block (0.16kg); (e) Sphere block (0.28kg); (f) Sphere block (0.70kg); (g) Sphere block
(1.3kg); (h) Cube block (0.28kg); (i) Cuboid block (0.28kg); (j) Cylind er block (0.28kg).

2) EFFECT OF EARTHQUAKE TYPES
In this section, we conduct the shaking table test to investigate
the influence laws of earthquake types on the rockfall runout
range. The earthquakes include near field and far field seismic
waves recorded at different sites. The probability values of
the blocks falling into the different subintervals affected by
different earthquakes are shown in Figure 7.

As can be seen in Figure 7, the rockfall runout distance
increases with the increasing of the block mass under earth-
quakes with different spectral characteristics and different
site types. The rockfall runout distance increases with the
increasing of the block mass under different earthquakes

which shows that the influence of block mass on rockfall
runout distance ismore significant than the influence of earth-
quake type. The maximum rockfall runout range is 1.6∼1.8H
when the block shape is spherical. Taking one value of the
cylinder block mass as an example, when the block mass is
0.28kg, the probability of the blocks falling into the range
1.0∼1.2H is the highest. Consequently, 1.2H can be used as
the critical protection range for the major construction and
infrastructure projects under earthquakes when the cylinder
block mass is 0.28kg.

In the above text, we could not be certain whether the
near field earthquake or the far field earthquake has the
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FIGURE 7. Probability values of the blocks falling into the different subintervals. (a) Sphere block (0.01kg); (b) Sphere block (0.04kg);
(c) Sphere block (0.08kg); (d) Sphere block (0.16kg); (e) Sphere block (0.28kg); (f) Sphere block (0.70kg); (g) Sphere block (1.3kg);
(h) Cube block (0.28kg); (i) Cuboid block (0.28kg); (j) Cylinder block (0.28kg).

greater influence on the rockfall runout distance. Conse-
quently, we also conducted the shaking table test to see the
influence laws of near field earthquake T2-I-1 and far field
earthquake T1-I-1 on the rockfall runout distance. The rock-
fall runout distance is the distance average of the blocks in
the subinterval with the highest probability value, and various
blocks are marked with different identification number (ID),
as shown in Figure 8.

In addition, peak acceleration is also a major trigger for
rockfall and it is also a key factor affecting the rockfall
runout distance. We use seismic wave El Centro to con-
duct the shaking table test to see the influence laws of the
peak accelerations on rockfall runout distance, as shown
in Figure 9

As shown in Figure 9, we can observe that the rockfall
runout distance increases linearly with the increasing of peak
accelerations which shows that the effect of peak acceleration
on rockfall runout distance is very significant. Taking the
sphere block as an example, the rockfall runout distance
was 85cm when the peak acceleration was 0.5g. The rock-
fall runout distance was 62cm when the peak acceleration
was 0.3g. When the peak acceleration was 0.5g, the rock-
fall runout distance increases by 37% compared with that
when the peak acceleration was 0.1g. The rockfall runout
distance with different block shapes from the largest to the
smallest are spherical block, cylindrical block, cubic block,
and cuboidal block. In addition, we found that the effect of
the peak acceleration on sphere and cylinder blocks is greater
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FIGURE 8. Rockfall runout distance under near field and far field
earthquakes. (a) Runout distance; (b) Mean values of the runout distance.

FIGURE 9. Rockfall runout distance under El Centro earthquake with
different peak accelerations.

than cube and cuboid blocks with the increasing of the peak
accelerations.

3) EFFECT OF SLOPE HEIGHT AND ANGLE
To address the effect of the slope height and angle on the
runout distance, the slope height was set to 10cm, 20cm,
30cm, 40cm and 50cm; the slope angle was set to 30◦, 40◦,
50◦, 60◦, 80◦ and 90◦. The influence laws of slope height and
angle on runout distance are shown in Figure 10.

As shown in Figure 10, by conducting a series of tests,
we found that as for the slope angle influence, with the
increasing of the slope angle, the rockfall runout distance

FIGURE 10. Influence laws of slope height and angle on runout distance.
(a) Runout distance with different slope heights; (b) Runout distance with
different slope angles.

increases first and then decreases. The runout distance
increases with the increasing of slope angle until the
angle increases to 60◦, and the runout distance decreases as
the slope angle continues to increase. However, the rock-
fall runout distance constantly increases with the increas-
ing of the slope height. Taken the sphere block as an
example, when the slope height was 50cm, the rockfall
runout distance increases by 65% compared with that when
the slope height was 10cm. Consequently, more atten-
tion should be paid to this phenomenon in engineering
protection design. In addition, the block shapes with the
maximum rockfall runout distance from the largest to the
smallest are sphere block, cylinder block, cube block and
cuboid block under the effect of different slope heights and
angles.

B. COMPARISON OF SHAKING TABLE TEST
RESULT AND THEORY RESULT
In this section, for evaluating the accuracy of the shaking
table test results, we compare the rockfall runout distance
computed by analytical solution of the basic equation of
rockfall motion with the shaking table test results. There
are three motion behaviors of rockfall including a sliding
motion, rotational motion and bouncing motion [24], [25].
In our shaking test, the motion of the blocks mainly
displays sliding motion and bouncing motion. The basic
equations of the sliding and jumping motions are as
follows.
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1) JUMPING MOTION
The basic equation of the jumping motion is presented in
Equation (11).

xd = x0 +
2V02 cos2 β

g
(tan θ − tanβ)

yd = y0 + (xd − x0) tan θ (11)

where (xd , yd ) is the setting point coordinates of the rockfall;
(x0, y0) is the coordinates of a point on the slope; θ is the
slope angle; and β is the angle between the tangents of the
trajectory direction and the slope normal.

In addition, velocity (Vx ,Vy) and displacement (x, y) along
x and y are presented in Equation (12) and Equation (13).

Vx = V0 cosβe−ak t , Vy =
g
ak
+ (V0 sinβ −

g
ak

)e−ak t

(12)

x = x0 + V0 cosβ
1− e−ak t

ak

y = y0 +
gt
ak
+ (V0 sinβ −

g
ak

)
1− e−ak t

ak
(13)

where ak is the air resistance factor; (x, y) is the displacement
of the rock fall along x and y; and (Vx ,Vy) is the velocity of
the rock fall along x and y.

2) SLIDING MOTION
The basic equation of the sliding motion is presented in
Equation (14) and Equation (15).

V = V0 + gt(sin θ − µ′ cos θ) (14)

S = V0t +
1
2
gt2(sin θ − µ′ cos θ ) (15)

where V is the sliding velocity after t seconds; S is the sliding
distance along the slope after t seconds.
To compare the rockfall runout distance computed by ana-

lytical solution with the shaking table test results, we use
T1-II-1, T2-II-1 and El Centro seismic waves whose peak
accelerations were 0.3g as the input loads of the shaking table.
The slope height was 40cm, and the slope angle was 45◦. The
block shape was spherical and the block mass was 0.28kg.
The comparison results are shown in the Figure 11.

As can be seen in Figure 11, the formula calculation results
are in good agreement with the experiment results except that
there is certain discrete which is in the permissible range. Due
to errors in the process of experiment, such as, operational
errors, measurement errors, etc., the rockfall runout distance
distance is different each time, however, the error is within the
allowable range. The comparison results show the credibility
and the accuracy of the shaking table test results.

V. PREDICTION MODEL OF THE ROCKFALL RUNOUT
RANGE BASED ON OUR IMPROVED KNN ALGORITHM
A. NORMALIZATION
Since the range of each predictor is significantly different
and the test results might rely on the values of a few pre-
dictors, they are preprocessed using a normalization [26].

FIGURE 11. Comparison results of shaking table test and formula
calculation. (a) T1-II-1; (b) T2-II-1; (c) El Centro.

We compute the upper and lower bound of each predictor,
and the process for the used normalization is represented as
Equation (16), Equation (17) and Equation (18).

yi =
yi − ymin

ymax − ymin
(16)

ymin = min {y} = min
j=1,······ ,n

{
yj
}

(17)

ymax = max {y} = max
j=1,······ ,n

{
yj
}

(18)

where y = (y1, y2, · · · · · · , yn) is each predictor.
Accordingly, the value of each predictor is normalized to

between 0 and 1 based on the Equation (16), Equation (17)
and Equation (18).

B. PREDICTION MODEL
The prediction model of the rockfall runout range based on
our improved algorithm can be expressed as follows.
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LetX denote a set of sand liquefaction sample, and suppose
X is X = {xn ∈ Rm}Nn=1, where xi represents the feature of
the i-th sand liquefaction sample, N is the total number of
features, and m is the feature dimension. In addition, let yi
represents the sand liquefaction grade, and yi ∈ {0, 1, 2, 3},
i = 1, 2, · · ·,N . Therefore, the sample set of the prediction
model is shown in Equation (19).
x1 y1
x2 y2
· ·

· ·

· ·

xN yN

 =

x11 x12 · · · x1m y1
x11 x12 · · · x2m y2
· · · · · · ·

· · · · · · ·

· · · · · · ·

xN1 xN2 · · · xNm yN


(19)

Given the unknown sample x = (x1x2 · · · xm), our pro-
posed rockfall runout range prediction model based on our
improved algorithm can be expressed as Equation (20).

y = argmin
wi

fi(x) = argmin
wi

d(x, xPNNi ) (20)

where xPNNi is the nearest neighbors of the unknown sample
x in the class wi(i = 1, 2, 3). Hence, the unknown sample x is
classified into the class y that has the closest neighbor among
all classes.

In our prediction model, we used the 70 typical rockfall
cases and 17 typical rockfall cases as training samples and
testing samples respectively. Thus the training dataset con-
tains 70 samples and testing set is 17.

VI. ROCKFALL RUNOUT RANGE PREDICITON
In this section, we will investigate our improved prediction
approach based on the KNN algorithm. The following pre-
diction experiments will show whether our proposed pre-
diction model will achieve better prediction performance.
For the purpose of comparison our proposed approach, we
have also built four other prediction approaches including
rockfall runout range prediction models based on KNN algo-
rithm [14], WKNN algorithm [15], DWKNN algorithm [16]
and SVM algorithm [26].

A. CRITERIA FOR OUR PREDICTION
APPROACH PERFORMANCE
The accuracy, computed based on the percentage of all test
samples classified correctly, is used to evaluate the prediction
performance of the rockfall runout range. Accuracy tells us
about the number of samples which are correctly predicted,
and it is defined as follows.

Accuracy =
# test samples predicted correctly

# test samples

where the # test samples denotes the total number of test
samples; the # test samples predicted correctly is the number
of test samples that are predicted correctly.

FIGURE 12. The prediction results between our proposed approach with
other approach. (a) KNN algorithm; (b) WKNN algorithm; (c) DWKNN
algorithm.

B. PREDICTION OF THE ROCKFALL RUNOUT RANGE
In this section, we conduct extensive experiments on runout
range prediction to evaluate the performance of our pro-
posed prediction model. We are interested to see how the
performance changes if we modify the value of the neigh-
borhood size k . Inspired by Ref. [16], the parameter k ranges
from 1 to 10 with an interval of 1. Table 6 details the training
samples which are from 70 typical rockfall experiment cases,
and Table 7 shows the test samples that are from 17 typi-
cal rockfall experiment cases. This prediction experiment is
implemented in eclipse 3.7.2 by Java language programming,
and the hardware environment is Inter Core i7-6700 CPU
3.40GHz.

As can be seen in Table 7, our proposed pre-
diction model based on the improved KNN algo-
rithm achieves the best performance compared with the
experimental results. The prediction accuracy is up to
94.12% which demonstrate that our proposed predic-
tion model could be used for rockfall runout range pre-
diction before the major projects construction near the
slope.
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TABLE 6. Training samples of the rockfall.
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TABLE 7. Test samples of the rockfall.

FIGURE 13. Rockfall runout range prediction results with different
neighborhood sizes.

The test results of the rockfall runout range based
on our improved KNN algorithm are compared with
the KNN, WKNN and DWKNN algorithms, as shown
in Figures 12 and 13.

As can be seen in Figure 12 and Figure 13, it can be
found that the accuracy of our proposed prediction approach
based on the improved KNN algorithm is somewhat better
than that of the KNN, WKNN and DWKNN algorithms
in almost all of the test cases. That is to say, our pro-
posed prediction approach almost gives an improvement over
the other approaches with the increasing of the neighbor-
hood size k . Taking one value of the neighborhood size
k as an example, our proposed approach obtains an accu-
racy of 94.12% when the neighborhood size is fixed as 6.
This result suggests that the prediction approach based on
our improved KNN algorithm has the robustness to the
sensitivity of different choices of the neighborhood size
k with the satisfactory prediction performance to some
degree.

TABLE 8. Rockfall runout range prediction results comparison of
different approaches.

Furthermore, we also conducted experiments on runout
range prediction to compare our proposed prediction
approach with the prediction approach based on the SVM
algorithm. In this experiment, the neighborhood size k
is fixed as 6. Detailed comparison results are shown
in Table 8.

As can be seen in Table 8, our proposed prediction
approach based on our improved KNN algorithm obtains a
performance of 94.12%; while the prediction approach based
on SVM with linear kernel, polynomial kernel, radial basis
function kernel, sigmoid kernel and string kernel achieve a
prediction accuracy of 88.23%, 76.47%, 82.35%, 70.59%
and 64.71%, respectively. Consequently, it can be found
that the performance of our proposed prediction approach
is somewhat better than SVM with linear kernel, SVM
with polynomial kernel, SVM with radial basis function
kernel, SVM with sigmoid kernel and SVM with string
kernel.

VII. CONCLUSIONS
(1) We used our improved KNN algorithm to construct a
rockfall runout range prediction model, which is the first
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work of applying the improved KNN algorithm to runout
range prediction. Moreover, we evaluated the performance of
our proposed prediction model based on our improved KNN
algorithm by conducting extensive experiments on runout
range prediction, and the experimental results demonstrated
the effectiveness of our proposed prediction model.

(2) The effect of the main factors including slope height,
slope angle, peak acceleration of earthquake, block mass and
block shape on rockfall runout distance and the range were
conducted via a series of shaking table tests. We discov-
ered that the rockfall runout distance increases first and then
decreases with the increasing of the slope angle, while the
rockfall runout distance increases with the increasing of slope
height, peak acceleration and block mass. The rockfall runout
distance with different block shapes from the largest to the
smallest are sphere block, cylinder block, cube block, and
cuboid block. These obtained rockfall runout distance data
can be helpful for rockfall protection design.

(3) We compared our proposed prediction model based
on the improved KNN algorithm with four other prediction
approaches, namely, the KNN, WKNN, DWKNN and sup-
port vector machine (SVM) algorithms. It can be found that
the accuracy of our proposed prediction approach based on
the improved KNN algorithm is somewhat better than that
of the KNN, WKNN and DWKNN algorithms in almost all
the test cases. In our future work, we aim to design selecting
methods of predictors to improve the performance of rockfall
distance prediction.
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