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ABSTRACT Feature selection is an important method to reduce the number of attributes of high-dimensional
data and an essential preprocess work in classification. It eliminates irrelevant, redundant, and noisy features
improves the performance of the model and reduces the computational burden. Fruit fly optimization
algorithm is a new algorithm proposed in recent years, which imitates the foraging behavior of fruit fly. To the
best of our knowledge, it has not been systematically applied to feature selection. This paper uses the fruit
fly optimization algorithm as a search strategy and designs a wrapper-based feature selection method, named
binary improved fruit fly optimization algorithm (BIFFOA). Besides, four different strategies based on
evolutionary population dynamics (EPD) and newmutation operators are employed to enhance the BIFFOA.
The extensive experiments on 25 datasets (see Table 1) show that the performance of the BIFFOA is better
than several state-of-the-art algorithms.

INDEX TERMS Classification, evolutionary population dynamics, feature selection, fruit fly optimization
algorithm.

I. INTRODUCTION
In data mining, machine learning, pattern recognition, etc.,
datasets usually contain a large number of irrelevant, redun-
dant, noisy features, which may reduce the efficiency of
learning algorithms or lead to overfitting. Feature selection
methods select a small subset that only contains relevant
features, which help data mining and machine learning algo-
rithms to work faster and more efficiently [1]–[3].

According to Liu and Motoda [4], feature selection algo-
rithms can be classified based on two main criteria: the
subset evaluation process and the search process. In terms
of the former, feature selection is usually divided into two
broad categories: filter and wrapper [5]. The filter-based
method evaluates data features based on the information
contained or statistical metrics. This kind of approach is
very popular in high dimensional feature selection problems.
The wrapper-based method is usually correlated to predeter-
mined learning algorithms. The classification accuracy of the
wrapper-based method is generally higher than that of the
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filtered-based method, which does not rely on any learning
algorithm [6].

In recent years, meta-heuristic algorithms based on
natural heuristics have taken the lead in dealing with
complex real-world problems due to their powerful and
efficient performance [7], [8]. Some of the most popular
meta-heuristic algorithms are particle swarm optimization
(PSO) [9], artificial bee colony (ABC) [10] and ant colony
optimization (ACO) [11]. New optimization algorithms with
specific global and local search strategies have emerged,
such as grey wolf optimizer algorithm (GWOA) [12],
the whale optimization algorithm (WOA) [13], grasshop-
per optimization algorithm (GOA) [14] and salp swarm
algorithm (SSA) [15], etc.

Many meta-heuristic algorithms have been used to solve
the problem of feature selection, such as bare bones particle
swarm optimization algorithm (BPSO) [16], genetic algo-
rithm feature selection (GAFS) [17], binary bat algorithm
(BBA) [18], salp swarms algorithm (SSA) [19], binary grav-
itational search algorithm (BGSA) [20], binary grasshopper
optimization algorithm (BGOA) [21], binary gray wolf opti-
mization algorithm (BGWOA) [22] etc.
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The no-free-lunch (NFL) theorem logically proves that no
one can give an algorithm for solving all optimization prob-
lems. That theorem means that the success of the algorithm
in solving a specific set of issues does not guarantee the
solution of all optimization problems of different types and
properties [23]. When considering all optimization problems,
the average performance of all optimization techniques is
the same, although they have superior performance on a
subset of optimization problems. The NFL theorem encour-
ages researchers to propose new optimization algorithms
or to improve/modify existing algorithms to solve different
issues [24].

Faris et al. proposed an efficient crossover scheme to
improve the performance of BSSA for feature selection in [3].
The binary gravitational search algorithm (BGSA) was intro-
duced in [25].MajdiMafarja et al. combined the Grasshopper
optimization algorithm (GOA) with evolutionary population
dynamics (EP) to find the optimal feature subset in the feature
set [26].

Mirjalili and Lewis proposed a meta-heuristic algorithm
called fruit fly optimization algorithm (FOA) [27]. As a new
population-based meta-heuristic algorithm, compared with
other optimization algorithms, FOA has the advantages of
a simple parameter initialization process, simple structure,
convenient implementation, and excellent performance [28].
FOA has been used to solve a variety of complex schedul-
ing problems, including semiconductor final test schedul-
ing problems [29], steel making casting problems [30], flow
shop scheduling problems [31], and parallel machine green
scheduling problems [32]. In addition, FOA also has excel-
lent performance in other optimization fields, such as
power load forecasting [33], set coverage problem [34], PID
control [35], knapsack problem [28], [37], optimal gating
system design of steel casting [13] and homogeneous fuzzy
string parallels redundancy allocation problem [36].

However, as far as we know, there is no suitable binary fruit
fly optimization algorithm for wrapper-based feature selec-
tion currently. Basic FOA generates food sources around the
population located within a fixed radius of 1. The transition
from the exploration stage to the exploitation stage of the
algorithm is not smooth, and it usually takes several iterations
to find the optimal solution. To overcome these drawbacks,
an improved fruit fly optimization algorithm (IFFOA) [38]
was proposed. IFFOA with dynamic search radius is the first
fruit fly optimization algorithm to solve the high dimen-
sional functions. In [38], IFFOA algorithm performs well
when dealing with various optimization problems. The above
reasons encourage us to choose IFFOA as the basis of our
work.

This paper improves IFFOAalgorithmwith EPD and selec-
tion operator and obtains a novel algorithm called binary
improved fruit fly optimization algorithm (BIFFOA) that can
deal with feature selection tasks efficiently. We use EPD
since it is a simple but effective operator for population-based
techniques [26]. In this work, we have made the following
three contributions:

• Binary improved fruit fly optimization algorithm (BIF-
FOA) is proposed.

• Combining with the evolutionary population dynamics
mechanism (EPDM) makes BIFFOA more effective in
dealing with the feature selection problem.

• A new mutation operator combined with four different
EPDM is proposed.

II. RELATED WORK
A. BASIC FRUIT FLY OPTIMIZATION ALGORITHM (FOA)
Basic FOA, inspired by the foraging behavior of fruit flies
in nature, is proposed by Pan [39]. The foraging behavior of
fruit fly has divided into two stages: the olfactory search stage
and visual search stage. During olfactory foraging, fruit fly
searches and locates food sources around the population, and
then evaluates the odor concentration corresponding to each
possible food source. In the visual foraging phase, the best
food source with the maximum smell concentration value is
found, and then the fruit fly group flies towards it [38]. The
procedure of the FOA is summarized as follows:
Step 1: Initialize parameters, including the maximum num-

ber of iterations and population size.
Step 2: Initialize the fruit fly swarm location.
Step 3 Olfactory foraging phase: generate several fruit

flies randomly around the current fruit fly swarm location to
construct a population:
Step 4: Evaluate the population to obtain the fitness value

of each fruit fly.
Step 5 Visual foraging phase: find the fruit fly with the best

fitness value, and then the fruit fly group flies towards the best
one.
Step 6: If the maximum number of iterations is reached,

the algorithm is terminated; otherwise, go back to Step 3.

B. IMPROVED FRUIT FLY OPTIMIZATION
ALGORITHM (IFFOA)
Instead of generating new solutions by changing all the deci-
sion variables of the population location like the original
FOA, IFFOA generates new solutions by randomly selected
indexes to enhance the search in the development stage.

λ=λmax · exp(log
λmin

λmax
) ·

Iter
Itermax

(1)

In Eq.(1), λ represents the search radius of fruit flies in each
iteration, λmax is the maximum search radius, and λmin is the
minimum search radius. Iter represents the current iteration
number, and Max_Iter represents the maximum iteration
number.

xi,j =

{
δj ± λ · rand() if j = d
δj otherwise, j = 1, 2, . . . n

(2)

d ∈ {1, 2, . . . , n} is an index randomly selected from uni-
formly distributed decision variables, n is the dimension of
the solution, rand () is a random number within the range of
[0,1], and the location of xi,j is updated by Eq.(2). δj is the
value of the optimal solution in the j-th dimension.
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C. EVOLUTIONARY POPULATION DYNAMICS (EPD)
Evolutionary algorithm (EA) is a random search mechanism.
Some EAs apply crossover and mutation operators to alter
the selected solution in order to evolve the best individu-
als. In contrast to EA, EPD is the process of relocating the
worst solution in a population. Its purpose is to eliminate the
bad solution in the population rather than develop the best
individual [17]. EPD is based on self-organized criticality
theory (SOC) [40]. In this theory, local changes in population
may affect the entire population, providing a delicate balance
without external forces.

The main reason for the success of EPD is to eliminate the
worst individuals, thereby increasing the median of the pop-
ulation. Removing the worst individual is the first step when
using EPD in a population-based algorithm. The next step is
to mutate or relocate the removed individuals according to the
best solution [41].

III. PROPOSED METHOD
A. EXPRESSION OF THE SOLUTION
Like most existing studies [18], [22], [26], feature selection
is considered as a binary optimization problem. We use
binary strings to represent the solution of the feature selection
problem. The vector contains d elements, where d represents
the number of features in the original data set. If we select
the corresponding features then, set them to ‘‘1’’, otherwise,
set them to ‘‘0’’. The decision variables of the problem are
described as follows:

X = (x1, x2, . . . , xd ), xi ∈ [0, 1], i = 1, 2, . . . , d . (3)

B. FITNESS FUNCTION
Feature selection is also considered as a multi-objective opti-
mization problem. Tomaintain a balance between the number
of features selected and the classification accuracy of the
solution, the fitness function is designed as follows:

Fitness = αγR(D)+ β
|R|
|C|

(4)

γR represents the classification error rate of a given classifier
(where k-nearest neighbor classifier (KNN) is used in this
paper). α represents the weight of classification accuracy, and
β represents the weight of feature reduction. |R| represents
the number of features selected, |C| represents the total num-
ber of features.

C. A BINARY IMPROVED FRUIT FLY OPTIMIZATION
ALGORITHM(BIFFOA) FOR FEATURE SELECTION
In thewrapper-based feature selectionmethods, the search for
space is nonlinear, and there is a large number of local min-
ima. Hence, an intelligent optimization method is required
to reduce the number of evaluations. As reported in the
literature [28], IFFOA algorithm shows good results when
dealing with various optimization problems. The advantages
of IFFOA prompted us to propose a binary version of the
IFFOA optimization algorithm and use it as the core search

engine to solve the feature selection problem. According to
Mirjalili and Lewis [27], one of the easiest ways to convert
an algorithm from continuous to the binary version without
modifying its structure is to utilize transfer functions. Sig-
moidal (S-shaped) function is a common transfer function
(see Eq.(6)).

xi,j =

{
1− δj if s(1xi,j ) ≥ rand()
δj otherwise, j = 1, 2, . . . n

(5)

s(1xi,j ) =
1

1+ e−1xi,j
(6)

1xi,j =

{
δj ± r · rand() if j = d
δj otherwise, j = 1, 2, . . . n

(7)

r = rmax · exp(log
rmin

rmax
) ·

Iter
Itermax

(8)

FIGURE 1. S-shaped transfer function.

Figure 1 shows the transfer functions. The position of the
current fruit fly will be updated as in Eq.(5), where δj is the
value of the optimal solution in the j-th dimension. Through
the transfer function 1xi,j in IFFOA is converted into the
probability s(1xi,j ) of fruit fly updating its position. 1xi,j is
calculated in Eq.(7), where rand(), r and d ∈ {1, 2, } . . . , n
are a random number in the range of [0, 1], the search radius
of fruit flies in each iteration and a randomly chosen index,
respectively. The pseudo code of BIFFOA algorithm is given
in Algorithm 1.

D. FRUIT FLY FEATURE SELECTION OPTIMIZATION
ALGORITHM COMBINED WITH EPD
In [17], the EPDmechanismwas proposed, and the grasshop-
per feature selection optimization algorithm was improved
by this mechanism. Inspired by [17], this paper combines
the new mutation operator with the fruit fly feature selec-
tion algorithm using four different EPD strategies in order
to strengthen the exploration and development ability of
BIFFOA. Next, the EPD mechanisms used are described in
detail:

BIFFOA_EPD: An example of the BIFFOA_EPD is illus-
trated in Figure 2. In this method, the best three individuals
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FIGURE 2. The mechanism of BIFFOA_EPD.

FIGURE 3. The mechanism of BIFFOA_EPD_CM.

Algorithm 1 The BIFFOA Algorithm
Input: PS, λmax, λmin, Itermax
Output: Solution X*
1//Initialize the BIFFOA parameter:
2: Set PS, λmax, λmin, Itermax
3: Calculate the fitness of all agents
4: Set the best solution as swarm location
5: Iter = 0
6: X* = 1
7: Repeat
8: Calculate the search radius r using Eq.(8)
9: Calculate 1xi,j using Eq.(7)
10: //Osphres is foraging phase
11: For i=1,2,. . . ,PS
12 Calculate s(1xi,j ) using Eq.(6)
13: Using Eq.(5) to generate food source

xi= (xi,1,xi,2, . . . ,xi,n)
14: End For
15: //Vision foraging phase
16: Calculate the fitness of all agents
17: Update swarm location if there is a better solution

in population
18: Until Iter = Itermax

are selected, and a fourth solution is randomly generated.
The poorer flies in the latter half are repositioned with equal
probability around any one of the four. Relocating around the

best three flies each time might cause premature population
convergence and fall into local optimization. Thus randomly
generated fruit flies are added.

BIFFOA_EPD_CM: This version is similar to
BIFFOA_EPD, except that it also uses a crossover (Eq.(9))
and mutation operators (Eq.(10)). In this method, a random
number is generated, a solution similar to the first strategy
is selected, and the selected solution is mutated. The mutated
solution is then crossover with a weak solution. (see Figure 3)

BIFFOA_EPD_Tour: In this version, the Tournament
Selection (TS) operator is used to select a solution from the
first half of the group. In the TS operator, we randomly select t
individuals from the whole population and then select the best
individuals among the selected t individuals. Moreover, then
the same crossover (Eq.(9)) and mutation operator (Eq.(10))
as BIFFOA_EPD_CM is applied to the obtained solution.
The advantage of TS is that it provides an opportunity for all
individuals to guide the different solutions, thus maintaining
the diversity of fruit fly feature selection algorithm. In this
paper, we set t to 3 [17]. (see Figure 4)

BIFFOA_EPD_RWS: as shown in Figure 5, this version
is similar to the BIFFOA_EPD_Tour version, and the only
difference is that it uses the Roulette Wheel Selection (RWS)
operator instead of the TS operator. The probability of indi-
viduals selected by the RWS operator is based on their fitness
values. Each in the group is designated as a small piece of
roulette. The size of the block is in direct proportion to the
individual’s fitness value. The better the individual, the larger
the area of the corresponding block in roulette. Rotate the
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FIGURE 4. The mechanism of BIFFOA_EPD_Tour.

FIGURE 5. The mechanism of BIFFOA_EPD_RWS.

roulette, and when the roulette stops, select the individual on
which the pointer stops. After selecting a solution with the
RWS operator, we mutate it to explore more feature space
regions. Then, the crossover (Eq.(9)) and mutation opera-
tor (Eq.(10)) are used to reposition the original differential
solution [17]. The advantage of RWS is that it does not ignore
any individual in the population, so it makes the population
more diverse.

E. CROSSOVER OPERATOR AND MUTATION OPERATOR
1) MUTATION OPERATOR
In EPD, we use η to express the new mutation rate operator
and it is calculated by Eq.(9). The mutation rate is iteratively
refined by the new mutation operator.

η = 0.9−
0.89

1+ e5−
10iter

Max_Iter

(9)

xd =

{
1− xd η ≥ rand()
xd otherwise

(10)

η ranges from 0.9 to 0.01. Iter represents the number of
current iterations.Max_Iter represents the maximum number
of iterations. According to Eq.(10), the current solution is
updated by inversion of different number.

2) CROSSOVER OPERATOR
The crossover operator used in the hybrid algorithm is repre-
sented in Eq.(11). [3]

x = FG (xa, xb) (11)

xd =

{
xda rand() ≤ 0.5
xdb otherwise

(12)

FG means cross operation. xa and xb represent two solutions
that are to be crossed, d is the d-th dimension of the solu-
tion. rand() represents a random number within the range
of [0,1].

The pseudo code of BIFFOA with EPD is given in
Algorithm 2.

F. COMPLEXITY ANALYSIS
In the proposed algorithm, O(1) essential operation is
required to set the size of the group, the maximum number
of iterations, the initial individual position, the calculation
of individual fitness value, the setting of the group position
and the check of termination conditions. Updating the swarm
location needs O(t × d) essential operation. Generating food
source for each particle needs O(t × d × n) basic operations,
where t indicates the number of iterations, d is the number
of variables, and n shows the number of solutions. Binary
operators do not change the computational complexity since
they have been applied to the position. The computation
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Algorithm 2 The BIFFOA_EPD Algorithm
Input: PS, λmax, λmin, Itermax
Output: Solution X*
1: //Initialize the BIFFOA parameter:
2: Set Parameters PS, λmax, λmin, Itermax
3: Calculate the fitness of all agents
4: Set the best solution as swarm location
5: Iter = 0
6: X∗ = 1
7: Repeat
8: Calculate the search radius r using Eq.(8)
9: Calculate1xi,j using Eq.(7)
10: //Olfactory foraging phase
11: For i = 1,2,. . . ,PS
12: Calculate s(1xi,j ) using Eq.(6)
13: Using Eq.(5) to generate food source

xi = (xi,1,xi,2, . . . , xi,n)
14: End For
15: //Vision foraging phase
16: Calculate the fitness of all agents using Eq.(4)
17: If there is a better solution in population
18: Update swarm location 1
19: end If
20: For i = (PS/2)+1 to PS
21: Update the population of i-th grasshopper using

EPD approach
22: End For
23: Until Iter = Itermax

complexity of the proposed algorithm lies mainly in gen-
erating food source for each fruit fly. In the worst case,
the computation complexity of the BIFFOA is simplified as
O(t × d × n).
Note that the computational complexity of the pro-

posed BIFFOA_EPD is not significantly different from
the BIFFOA. To re-initialize 50% of solutions, the addi-
tional complexity of O(n/2) is required, so the overall com-
putational complexity of the proposed BIFFOA_EPD is
O(t × d × n+ n/2).

However, when the proposed algorithm is applied to a
real feature selection problem, it is hard to calculate its real
run-time. Like other evolutionary algorithms, the proposed
algorithm takes much time to calculate the fitness value of
the individual. The time of getting a solution depends on the
number of features, which is hard to predict. So, the run-time
of the proposed algorithm depends on both the algorithm and
the datasets [42].

IV. EXPERIMENT
A. EXPERIMENT DESIGN
In order to evaluate the performance of the proposed
approaches, the experiments are performed on 25 datasets.

TABLE 1. Datasets.

Table 1 shows the data sets used, which are from the UCI
data repository.

B. PARAMETER SETTINGS
We use KNN classifier based on Euclidean distance mea-
surement (where k = 5). Different BIFFOA algorithms are
adopted to find the optimal reduction with the minimum
error. In each of the 30 runs, each dataset is randomly
divided into two sets: 80% of the instances are used for
training, and the remaining are used for testing. Therefore,
the statistical measurements are collected based on the overall
capabilities and final results throughout 30 independent runs.
The dimensions of the tackled problems are equal to the
number of features in the datasets. This partitioning was
used in various previous works in the literature [46]–[48].
Note that we choose KNN because it is simple and cheap.
Previous research [43] has shown that using a simple
and relatively cheap classification algorithm in a wrapper
approach can select a good feature subset for other com-
plex learning/classification algorithms, which are computa-
tionally expensive but able to achieve better classification
accuracy [44].

All experiments are carried out on a PC with Intel
Core (TM) i5-5200uz CPU and 8.0GB RAM. All algorithms
are tested using the MATLAB R2017a software. The max-
imum number of iterations is set to 100 and the number of
search agents (N) is 24. The dimension of the algorithm is
equal to the feature number of each data set. Then α and β
parameters in the fitness function are set to 0.99 and 0.01,
respectively.
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TABLE 2. Average classification accuracy of proposed techniques.

C. EVALUATION OF THE PROPOSED ALGORITHM
In this part, the classification accuracy (Acc), selected
Attributes number (Atts), fitness value (Fitness) and CPU
running time (Time) are the average results of 30 trials.
The standard deviation of the running result (StdDev) also
provides a metric for the algorithm. The five approaches
are compared to evaluate the effect of using EPD (BIFFOA,
BIFFOA_EPD, BIFFOA_EPD_CM, BIFFOA_EPD_RWS
and BIFFOA_EPD_Tour). The experimental results are
given in tables and the best results are represented in
bold.

It can be seen in Table 2, the BIFFOA_EPD_Tour per-
forms best among the five proposed algorithms for fifteen
out of Twenty-five datasets. It outperforms BIFFOA over
18 datasets and the difference in classification accuracy
between the BIFFOA and BIFFOA_EPD_Tour varies from
0.02% to 11%. Moreover, BIFFOA_EPD achieves supe-
rior Acc rates in tackling the Exactly, M-of-n, SpectEW,
WineEW, Dermatology and Lungcancer especially in solv-
ing the Exactly and M-of-n datasets, the BIFFOA_EPD
has attained the Acc of 100%. BIFFOA_EPD_CM and
BIFFOA_EPD_RWS are superior to other methods on five
data sets respectively in terms of the classification accu-
racy. In addition, BIFFOA and four hybrid algorithms are

all 100% accurate in WineEW dataset. BIFFOA_EPD_RWS
and BIFFOA_EPD_Tour are 100% accurate in Zoo dataset.
This result proves that the EPD mechanism is helpful for the
algorithm to find the optimal solution.

Compared with BIFFOA, the improvement of BIFFOA_
EPD_Tour focuses on improving classification accuracy
for optimization, so the improvement of Acc value is
in line with the previous assumption. What is surpris-
ing is the improvement of the selected attributes value
brought by BIFFOA_EPD_Tour. According to the selected
attributes (Atts) in Table 3, it can be seen that the value
of Atts of BIFFOA_EPD_Tour in 14 data sets is better
than that of BIFFOA, and BIFFOA_EPD_Tour obtained
the smallest number of feature subsets on 10 datasets. The
reason for this is that the EPD mechanism makes the fit-
ness function takes full account of the dimension reduction
factor.

Inspecting the fitness value (Fitness) in Table 4, the best
algorithm is the BIFFOA_EPD_Tour. It shows the lowest
values for the objective function in tackling the 13 datasets.
The BIFFOA_EPD_RWS has shown a relatively good per-
formance in dealing with 5 datasets. The BIFFOA_EPD has
provided a lower fitness for SpectEW, CongressEW, Der-
matology, and Lungcancer. The hybrid BIFFOA algorithm
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TABLE 3. Average selected attributes of proposed techniques.

TABLE 4. Average fitness results of proposed techniques.
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TABLE 5. Average time (seconds) of proposed techniques.

has some improvements over the original BIFFOA algorithm
in terms of the fitness value, which shows that the hybrid
BIFFOA algorithm is superior to the original BIFFOA algo-
rithm in the optimization.

Table 5 records the running time of the five algorithms.
It can be seen that the original BIFFOA algorithm is the
fastest. The difference between the BIFFOA hybrid algo-
rithm and the BIFFOA is only that the n/2 solutions need
to be re-initialized, and therefore the extra time over-
head is expected to come from a function evaluation of
n/2 solutions.

The convergence curves for the proposed algorithms on
all 25 datasets are demonstrated in Figure 6. As can be
seen from Figure 5, BIFFOA_EPD_Tour has exposed the
best curves in tackling in 13 datasets. Compared with
the other three algorithms, BIFFOA_EPD_Tour can rapidly
converge to the optimal solution on most datasets. The
BIFFOA_EPD_RWS shows a faster tendency to converge
than others in processing in treating Breast cancer, HeartEW,
SonarEW, and WineEW datasets. It appears that the versions
of TS and RWS can better rearrange the latter half of fruit
flies compared to BIFFOA_EPD and BIFFOA_EPD_CM.
BIFFOA_EPD and BIFFOA_EPD_RWS are also superior
to basic BIFFOA in optimization. It supports that the EPD
schemes have balanced the exploration and exploitation
traits.

Based on the above experimental results, it can be seen
that the BIFFOA_EPD_Tour algorithm with TS operator can
improve the quality of the solution, which promotes us to keep
the proposed method BIFFOA_EPD_Tour.

D. COMPARISON WITH OTHER NATURAL
HEURISTIC ALGORITHMS
In this section, the hybrid algorithm BIFFOA_EPD_Tour
is compared with the natural heuristic algorithm bGWO1,
BGSA, BBA. In order to ensure the accuracy of the
experimental results, some experimental results pub-
lished in literature [3], [17] are used. The specific infor-
mation of other comparison algorithms are given in
Table 6.

TABLE 6. The parameter settings.

The experimental results are given in Table 7, Table 8
and Table 9. The classification accuracy (Acc), the num-
ber of selected Attributes (Atts), the value of fitness
function (Fitness) and the corresponding mean standard
deviation (StdDev) of several algorithms are recorded
respectively.

It is not difficult to see from Table 7. The hybrid
algorithm BIFFOA_EPD_Tour obtains the best classifi-
cation accuracy in breastercancer, BreastEW, HeartEW
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FIGURE 6. Typical Convergence curves of the proposed approaches.
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FIGURE 6. (Continued.) Typical Convergence curves of the proposed approaches.
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TABLE 7. Average classification accuracy results obtained by different algorithms.

TABLE 8. Average number of selected attributes obtained by different algorithms.

and other 22 data sets. We can remark that the per-
formance of the BIFFOA_EPD_Tour overcomes the
obtained results for bGWO1, BGSA, and BBA, which
proves its future performance on the unseen data,

and hence it can be used as a candidate for feature
selection.

In terms of the number of selected features in Table 8, Atts,
BIFFOA_EPD_Tour obtains the smallest value in HeartEW,
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TABLE 9. Average Fitness results obtained by different algorithms.

FIGURE 6. (Continued.) Typical Convergence curves of the proposed
approaches.

Lymphography, WaveformEW, WineEW and Zoo. For the
rest datasets, Although the Atts values of other compari-
son algorithms are the smallest, they have a great degraded
on the classification accuracy. The number of attributes
selected depends on the dataset being processed and the
algorithm itself. For the 25 datasets used in the experiment,
BIFFOA_EPD_Tour achieved a maximum compression ratio
of 72% on the dataset Zoo. The minimum compression rate
on the Tic-tac-toe dataset is 29%, because the Tic-tac-toe
attribute represents nine positions in the chessboard, and too
little information on the chessboard cannot determine the

final win or loss. To ensure classification accuracy, datasets
can no longer be compressed.

The results in Table 9 record the fitness values of four
algorithms. The fitness values comprehensively consider the
classification accuracy and the number of selected features.
It can be seen that the proposed BIFFOA_EPD_Tour has the
best performance in the obtained fitness value in Table 9,
which proves that the BIFFOA_EPD_Tour is better than
other methods in the ability of adaptive search feature
space. Figure 7 shows the convergence curves of several
algorithms. For the feature selection problem, the prema-
ture convergence problem cannot be ignored. Although the
BIFFOA_EPD_Tour curve also has a certain degree of pre-
mature convergence problem, it is still superior to the curve
of other competitors. The BIFFOA_EPD_Tour algorithm has
obtained the optimal curve on 22 data sets. Despite it has not
obtained the optimal solution on the clean1, Hepatitis and
lungcancer datasets, it shows a good trend of exploration and
development.

E. COMPARISON WITH OTHER ALGORITHMS
REPORTED IN PREVIOUS LITERATURE
In this part, the classification accuracy of the proposed
BIFFOA_EPD_Tour is compared to the reported results for
25 datasets. Table 10 reveals the comparative classification
rates of different approaches. The average classification rates
of the BIFFOA_EPD_Tour is compared here to the reported
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FIGURE 7. Typical Convergence curves of BIFFOA_EPD_Tour and other state-of-art methods.

performances of the GA, Spectrum and PSO algorithms
in [34]. In addition, the results of the BIFFOA_EPD_Tour
approach is also compared to the results of the bGWO1,
bGWO2 techniques reported in [26]. Note that the results of
the rest methods are from [3] and [17].

By comparing the results in Table 10, it can be seen that
the accuracies of the BIFFOA_EPD_Tour proposed in this
study is superior to those obtained from the past works on
84% of the datasets. It shows a substantial advantage over
the BSSA, BGOA and FCBF algorithms on the 24 datasets.
The results of the BIFFOA_EPD_Tour are better than those
of GA, PSO, bGWO1, CFS, IG, Spectrum and F-Score for
all datasets used in the experiment. The BIFFOA_EPD_Tour

technique can realize enhanced classification rates compared
to the bGWO2 on around 88% of the datasets.

The performance of the algorithm is better than the most
advancedmethods inmost selected data sets. Themain reason
for the good performance of the algorithm is the integration
of operators in the algorithm. On the one hand, the IFFOA
algorithm itself has good performance and can effectively
map continuous values to binary values by using the sigmod
function. Note that this does not mean that the proposed
BIFFOA algorithm is and will be the best choice to deal
with all problems. On the other hand, EPD mechanisms can
effectively promote the movement of fruit flies to promising
areas.
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FIGURE 7. (Continued.) Typical Convergence curves of BIFFOA_EPD_Tour and other state-of-art methods.

VOLUME 7, 2019 81191



Y. Hou et al.: BIFFOA: A Novel Binary Improved Fruit Fly Algorithm for Feature Selection

FIGURE 7. (Continued.) Typical Convergence curves of BIFFOA_EPD_Tour and other state-of-art methods.

TABLE 10. Classification accuracies of the BIFFOA_EPD_Tour versus other meta-heuristics.

V. CONCLUSION
In this paper, based on the improved fruit fly optimization
algorithm, a binary IFFOA (BIFFOA) algorithm is proposed
to deal with feature selection problems. Four mechanisms
based on EPD with new mutation operator were used to
improve the exploration and development capabilities of the

BIFFOA, and the diversity of the population was improved.
Although, in contrast to the feature selection algorithms that
have been proposed in recent years, the improved hybrid
algorithm, BIFFOA_EPD_Tour has a specific advantage in
dealing with feature selection problems. However, the algo-
rithm still has some defects and deficiencies in dimension
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reduction, so how to improve the search strategy of fruit
fly algorithm so that it can guarantee a high classification
accuracy and reduce the number of selected features at the
same time is the focus of our further research. In future work,
BIFFOA_EPD_Tour will be used with more classifiers like
SVM,Artificial Neural Networks (ANN) to verify and extend
this approach.
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