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ABSTRACT The earliest deadline first (EDF) scheduling algorithm is a typical representative of the dynamic
priority scheduling algorithm. However, once the system is overloaded, the deadline miss rate increases and
the scheduling performance deteriorates sharply, which causes a reduction in system resource utilization.
To overcome this problem, we proposed an improved dynamic priority scheduling algorithm based on heap
sorting. The task deadline, task value, energy consumption, and other parameters were introduced. The
fuzzy analytic hierarchy process (FAHP) and the value density method were then used to determine the
comprehensive priority of tasks. A heapsort algorithm with a lower time complexity was used to sort
the comprehensive priority index so as to reduce the sorting overhead of the system. The system sorting
overhead was then introduced to improve the decision condition of the priority scheduling subset and
expand the schedulable range of the algorithm. The experimental results showed that the improved method
reduced the deadline miss rate by an average of 0.1789, which improved the scheduling performance of
the algorithm. The optimized scheduling algorithm can be applied to industrial control to improve system
efficiency, and reasonable resource scheduling can reduce data center costs.

INDEX TERMS Real-time operating system, EDF, FAHP, heapsort, value density.

I. INTRODUCTION
In recent years, the rapid development of network technology
has led to the widespread adoption of the real-time operating
system in various fields. The accuracy of real-time system
calculation depends not only on the logic of the algorithm but
also on the time it takes to obtain results. If the system cannot
meet the constraints, it can make mistakes [1]–[3]. Therefore,
the primary task of a real-time operating system is to use all
resources to control the tasks in real time.

Real-time tasks have their own task value, energy con-
sumption [4], task deadline [5], [6], execution time and other
reference factors. The choice of a real-time scheduling strat-
egy is critical to the real-time performance of the system [7].
Among them, the Rate Monotonic (RM) algorithm and
the Earliest Deadline First (EDF) scheduling algorithm are
typical representatives of a priority scheduling algorithms
[3]. In the dynamic priority scheduling strategy, when the
task workload is less than 1, the performance of the EDF
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scheduling algorithm is superior to that of other algorithms.
However, the difference in task priorities can lead to an
overload of task scheduling. In this case, the EDF algorithm
tends to exhibit poor scheduling performance, most tasks tend
to miss their deadlines after overload [8]. Many tasks are
aborted due to the influence of other tasks in the process
of execution, which leads to a decrease in the task success
rate and a waste of system resources [9]. Therefore, how to
improve the scheduling performance in an overload scenario
has become an important issue.

The scheduling algorithm proposed byAnderson et al.[10]
has been shown to reduce the task delay rate and achieve good
scheduling performance. Similarly, Barbieru and Pop [11]
proposed a real-time job scheduling algorithm to solve
the uncertainty of a long task completion time. The algo-
rithm proposed by Wang et al. [12] effectively improved
the success rate of tasks and reduced the delay time of
soft real-time tasks by setting a task preemption threshold.
Moreover, the improved algorithm proposed by Dong and
Chen [13] has been found to effectively schedule dynamic
real-time tasks in heterogeneous systems and respond to
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FIGURE 1. Theoretical framework of the improved task scheduling algorithm.

task requirements. Palopoli et al. [14] proposed a scheduling
algorithm based on a discrete-time Markov chain of wireless
state that could reduce the deadline miss rate of periodic
tasks in soft real-time systems.Likewise, He et al. [15] pro-
posed an adaptive multi-objective task scheduling (AMTS)
strategy based to reduce the task deadline miss rate. Biondi
and Sun [16] verified that the response time analysis tech-
nique was invalid and the global scheduling performance was
lower than the partition scheduling. The strategy of assigning
task priority dynamically, which was proposed by Wu [17],
improved the system revenue and reduced the energy con-
sumption of tasks. Sang et al. [18] introduced a value factor
and task deadline, which ensured the priority scheduling of
mission-critical tasks and reduced the failure rate of task
deadlines.

In summary, real-time system scheduling research
improved the success rate of task scheduling in terms of
task priority, schedulable decision conditions, preemptive
threshold scheduling, or hierarchical framework scheduling.
However, the system overhead generated by the scheduling
algorithm and sorting algorithm were neglected, as was the
influence of different load values on task priority. In addition,
when task priority was determined, no explicit source of
weight data was given. Therefore, on the basis of the EDF
scheduling algorithm, we first optimized the weight by using
the Fuzzy Analytic Hierarchy Process (FAHP), which made

the experimental results more reliable. Then, a heapsort was
introduced to solve the problem of high system overhead in
the priority index sorting part. The overloaded tasks were
optimized by combining the task load value with the task
priority, which increased the number of tasks scheduled and
improved the utilization rate of system resources. Finally,
the system overhead generated by the scheduling and sorting
algorithms was introduced to improve the decision condition
of the priority scheduling subset and enlarge the schedulable
range of the algorithm.

II. TASK SCHEDULING MODEL
The flowchart of the improved task scheduling algorithm in
this paper is shown in Fig. 1. It mainly includes the following
six steps.
(1) Determine whether the system scheduling task set is

overloaded. If the load of task set was less than 1,
the EDF algorithm was called to execute; otherwise,
the improved algorithm was used to schedule.

(2) Determine theweights of the indicators using the FAHP
and then obtain the priority of the tasks Pi.Since the
task scheduling was limited only by considering a
single indicator, we introduced three indicators: task
running time, task value, and task energy consumption.

(3) Calculate the comprehensive priority Pi′, using the
value density method, which combines the task load
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value with the priority Pi. It not only guaranteed
the priority scheduling of high-priority tasks but also
increased the number of tasks to be processed and
reduced the deadline miss rate of the algorithm.

(4) Sort the comprehensive priority Pi′using the heapsort
algorithm because the time complexity of the heapsort
algorithm was low, and the system consumption pro-
duced by the sorting algorithm during actual scheduling
was reduced.

(5) Improve the conditions for selecting the priority
scheduling subset. Considering the actual situation,
the system sorting overhead 1t ′ was introduced to
ensure that the CPU utilization of all tasks in the subset
was less than 1− 1t ′

T .
(6) Schedule tasks in the priority scheduling subset using

the EDF algorithm. If there was idle time, tasks in the
non-priority subset were scheduled. Whenever a new
task was added to the task set, it was necessary to
redefine the priority of the task and refresh the priority
scheduling subset.

A. SCHEDULABLE CONDITIONS OF ALGORITHMS
In real-time systems, S = {t1, t2, · · · , tN } is defined as a
scheduling task set, where t1, t2, · · · , tN is the periodic tasks
in the task set, Ti is the period of the task ti, and Ci is the
worst execution time of task ti. Define 1 (Hypercycle)H is
the least common multiple of the real-time task period value.
Because the task runs the same in different cycles, only the
first hypercycle[0,H ]needs to be discussed. The maximum
number of task instances executed in a hypercycle is as
follows:

J =
N∑
i=2

H
Ti

. (1)

Define 2 (Periodic Task Set Load) The periodic load is
the average occupancy of the processor for one periodic task.
System Periodic Task Set Load is the sum of all Periodic Task
Loads [19], denoted as U, which can be expressed as follows:

U =
n∑
i=1

Ui =
n∑
i=1

Ci +1t
Ti

, (2)

where1t refers to the system overhead under the scheduling
of the EDF algorithm.

The EDF scheduling algorithm is used to schedule task
set S. If only the periodic task load U ≤ 1, the system is
in a low-load state, the performance of the EDF scheduling
algorithm is better. The algorithm can effectively schedule
tasks in the task set. However, when task load U > 1,
the system is overloaded and some tasks will miss deadlines.
At this time, the task set cannot be scheduled.

The traditional EDF scheduling algorithm relies on a single
indicator (deadline) to determine the scheduling order of
tasks; however, this is unreasonable in an actual situation,
it would also increase the deadline miss rate of task schedul-
ing. In order to solve the problem of the poor performance of

the EDF scheduling algorithm and the high deadline missing
rate under system overload, we introduced multiple related
indicators to obtain a more scientific and comprehensive
priority.

III. TASK INTEGRATED PRIORITY
Determining comprehensive priority is integral to reducing
the miss rate of deadlines. However, it is too one-sided to
determine the priority of scheduling tasks through a single
indicator. To solve this problem, Wang et al. [20] proposed
adding task value Vi, task running timeCi and the energy
consumption of task Ei, to determine the priority of the task.
Among them, ke, kc and kv are theweight values of parameters
such as the energy consumption of tasks, task running time,
and task value. The exact values of ke, kc and kv are calculated
by using the FAHP. In this study, the running time of tasks and
the energy consumption of tasks were inversely proportional
to priority; therefore, the task priority Pi was defined as
follows:

Pi = kv � Vi + kc �

N∑
i=1

Ci

Ci
+ ke �

N∑
i=1

Ei

Ei
. (3)

In order to reduce the deadline miss rate for task schedul-
ing, more tasks had to be processed in task centralization
so that the utilization rate of the CPU was close to 1. The
CPU utilization was also the load U of the periodic task set.
As shown in (2), the number of tasks that could be processed
by the scheduling algorithm was closely related to U . The
smaller the load value Ui of each cycle task, the more tasks
the CPU could handle. The task scheduling process based on
priority indicator Pi could only satisfy the priority scheduling
of the high-priority tasks, but it could not increase the number
of tasks scheduling or reduce the deadline miss rate of task
scheduling. Therefore, the periodic task load value Ui had to
be introduced into the calculation of task integrated priority
Pi′, as follows:

Pi′ =
Pi
Ui

, (4)

Pi′ =
(kv � Vi + kc �

N∑
i=1

Ci

Ci
+ ke �

N∑
i=1

Ei

Ei
)

Ui
. (5)

A. DETERMINING kv , kc AND ke BASED ON FAHP
1) ESTABLISHING THE HIERARCHICAL STRUCTURE MODEL
The established hierarchical model shown in Fig. 2, which
included the solution layer, the criteria layer and the target
layer, which were used to determine the values of targets kv,
kc andke. The target layer aimed to get reasonable kv, kc and
ke values. The criteria layer influenced the factor affecting
the deadline miss rate, which included task running time,
task value and task energy consumption. The solution layer
supplied five groups of kv, kc and ke for the five experts,
as shown in Table 1.
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FIGURE 2. Hierarchical structure model diagram.

2) FUZZY CONSISTENCY MATRIX
Compared with the analytic hierarchy process (AHP),
the FAHP improved the solving process of the judgment
matrix, transformed the judgment matrix into the fuzzy con-
sistency matrix, omitted the process of a consistency check,
and overcame the inconsistency of the AHP [21]. First,
the relative scalar method of the AHP was used to construct
the judgment matrix A. In the relative scalar method, aij is the
important degree of index i relative to index j in the criterion
layer to the target and is expressed by the value of 0.1 0.9,
in whichaji = 1− aij(i, j = 1, 2, 3).

A =

a11 a12 a13
a21 a22 a23
a31 a32 a33

 = v
c
e

v c e0.50 0.01 0.95
0.99 0.05 0.01
0.05 0.01 0.5

. (6)

After the consistency transformation of formula ri =
n∑
i=1

aij

and rij =
ri−rj
2n + 0.5, the fuzzy complementarity matrix R =

(rij)n×n was obtained.
Based on the definition of the fuzzy complementary

matrix, the necessary and sufficient condition for a fuzzy
complementary matrix R = (rij)n×n to be a fuzzy consistent
matrix is that the difference between the two corresponding
elements of the arbitrarily designated two rows is constant
[22]. Eq. (7) shows that the matrix R satisfied the necessary
and sufficient conditions of the fuzzy consistent matrix and
conformed to the standard of people’s thinking and judgment;
therefore, no further consistency test was needed:

R =
v
c
e

v c e0.50 0.33 0.65
0.67 0.50 0.82
0.35 0.18 0.50

. (7)

In order to calculate the ranking vector ω(0), the power
method with a higher precision was used. The fuzzy com-
plementary matrix R = (rij)n×n was converted into a recip-
rocal matrix E = (eij)n×n using the conversion formula

eij =
rij
rji
. The ranking vector ω(0) was used as the initial

vector V (0), and the formulas V (k+1)
= EY (k) and Y (k)

=

V (k)/
∥∥V (k)

∥∥
∞
, k = 1, 2, · · · were used to iterate.

If
∥∥V (k+1)

∥∥
∞
−
∥∥V (k)

∥∥
∞

< ε and ε were given errors,
then

∥∥V (k+1)
∥∥
∞

was the maximum eigenvalue, and P =

[Vk+1,1/
n∑
i=1

Vk+1,i , · · · ,Vk+1,n/
n∑
i=1

Vk+1,i ]
T

was the sorting

vector; otherwise, the iteration would continue. Finally,
a high-precision sorting vector ω(k) was obtained.

Similarly, by comparing the effects of kv, kc and ke given by
the five experts to reduce the miss rate of the task deadlines,
three judgment matrices Bi(i = 1, 2, 3) were constructed and
transformed into a fuzzy consistency matrix Ri(i = 1, 2, 3).
Then, the high precision sorting vector ωi

(k)(i = 1, 2, 3) was
calculated.

3) COMBINATION WEIGHT OF FUZZY CONSISTENCY MATRIX
Local Weight ω(i) of Indicator Factors for Objects:

ω =
[
0.2726 0.5895 0.1378

]
. (8)

Local Weight ωi(k) of Experts for Indicators:

ωi=

w1
w2
w3

Exp1 Exp2 Exp3 Exp4 Exp50.2424 0.1394 0.0885 0.1278 0.4019
0.1139 0.2370 0.1164 0.1164 0.4162
0.0882 0.2021 0.2296 0.1216 0.3585

.

(9)

4) TARGET OPTIMAL SOLUTION
The comprehensive weights of the experts were obtained
through the local weights of the judgment matrix at the
criterion level and the scheme level, as follows:

Wk =

3∑
i=1

ω(i)ωi(k)

=

Exp1 Exp2 Exp3 Exp4 Exp5
[0.1454 0.2056 0.1244 0.1202 0.4044]. (10)

Experts gave specific values for kv, kc and ke, as shown
in Table 1. The optimal solution is shown in Table 2. The
weights were summed using the comprehensive weights and
the given values of kv, kc and ke.

The priority of different tasks was determined by using the
weight values of energy consumption, task running time, task
value and the optimal solution obtained by the FAHPmethod.

TABLE 1. kv , kc and ke values given by experts.
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TABLE 2. Optimal solution of FAHP method.

FIGURE 3. Comparison of deadline miss rates after optimization.

Scheduling experiments were then carried out to verify the
deadline miss rate of the scheduling task set.

As shown in Fig. 3, the task weighting was calculated
using the parameter weight values given by experts 1–5,
the deadline error rate of the task set was 0.6667, 0.5000,
0.4833, 0.5833 and 0.5000 for the five experts, respectively.
The lowest was only 0.4833. However, the deadline miss
rate of the scheduling task set was 0.2833 after optimization
through the FAHP. Therefore, FAHP reduced the deadline
miss rate for task scheduling.

IV. SELECTING EXECUTION TASKS BASED ON HEAPSORT
A. HEAPSORT
After the comprehensive priority Pi′ was determined, it was
necessary to sort Pi′ using a reasonable sorting algorithm in
order to prepare for the selection of a task priority scheduling
subset. In the process of sorting, there would be system over-
head, which would affect the efficiency of task scheduling.
The heap sort algorithm selected in this study satisfied the
conditions of fewer comparisons, a lower time complexity
and less system consumption. It played an important role in
reducing the deadline miss rate.

1) THEORETICAL ANALYSIS
Heapsort is a sort algorithm based on heap data structure
design. It was created by Robert W. Floyd and J. Williams
in 1964. It first sets the top stack as the initial disordered
sequence (R1,R2, · · · ,Rn) and exchanges the top element
R1 with the last element Rn to obtain the new disordered
area (R1,R2, · · · ,Rn−1) and the ordered area Rn, satisfying

R1,2···n−1 ≤ Rn. Because the sorted new heap top R1
can potentially violate the heap nature, the disordered area
(R1,R2, · · · ,Rn−1) needs to be adjusted to the new heap.
Then, earlier operation and exchange of R1with Rn−1is
repeated to get the disordered area (R1,R2, · · · ,Rn−2) and
the ordered area (Rn−1,Rn), until the number of elements
in the last ordered area is n − 1. At this point, the task is
complete. In the worst case, heapsort can achieve optimal
results, it can easily achieve forward or reverse sorting. It also
has similarities with direct sorting, but heapsort can preserve
the results of a partial comparison in the form of a binary tree,
which can reduce the number of direct sorting comparisons,
the running time of programs and time complexity.

Concerning heapsort time complexity, the initial heap is
built on the basis of a binary tree and new heaps are created
repeatedly. The calculation of time complexity was cited in
[23]. The total time complexity of a heapsort is T (n)′ =
O(nlog2n) + O(n) + (n). In the worst case, the constant is
ignored, and only the higher order items are considered, so the
complexity of heapsort time is O(nlog2n).
In this study, the smaller the system overhead occupied by

the sorting algorithm in the process of prioritizing, the lower
the time complexity of the sorting algorithm and the higher
the superiority. Compared with the Shell sorting algorithm
[24], the time complexity of the heapsort was lower, as in
O(n1.5) > O(nlog2n), the system overhead was smaller
and the system sorting time was shorter. Experimental sim-
ulations were carried out to verify the superiority of the
heapsorting.

2) SIMULATION VERIFICATION
First, 100 random numbers with a numerical range of 0-100
were randomly generated, the sorting time of different algo-
rithms was monitored by a sorting algorithm. Because time
fluctuates by a small margin, we used 100 random numbers,
sorted them 20 times, obtained the average of the results and
then obtained a time comparison chart of the different ranking
algorithms.

In Fig. 4, the bubble sorting and insertion sorting time
curves are at the top, the sorting time for both curves was
substantially over 1.5 s, which was greater than that of the
other algorithms. The experimental data from the heapsort,
the select sort, the quicksort and the shell sort algorithms
were partially enlarged. As the figure shows, the sorting
time for the bottom overlap sorting algorithm was less than
0.02 s, the shortest sorting time was the heapsort. Therefore,
the heapsort was the preferred algorithm; it had a low time
complexity and low system overhead needed to meet the
needs of the study.

B. PRIORITY SCHEDULING SUBSET
After the tasks in the scheduling task set were sorted using
heapsort, it was necessary to determine the subset of task
priority scheduling. Tasks in the priority scheduling subset
had to be processed before the deadline to reduce the deadline
miss rate of the scheduling algorithm.
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FIGURE 4. Sorting time of different algorithms.

In theory, when the priority scheduling subset is deter-
mined, all tasks in the subset satisfy the condition U ≤ 1.
However, in practice, in addition to system scheduling over-
head, there is system scheduling overhead 1t ′ in the case
of priority scheduling tasks, which affects the deadline miss
rate of a scheduling task set. Assuming that the total running
time of the task was C, the EDF algorithm could be sched-
uled only when the priority scheduling subset satisfied the
scheduling condition in the following equation; otherwise,
the phenomenon of task overload would occur:

U =
n∑
i=1

Ci +1t
Ti

≤
T −1t ′

T
= 1−

1t ′

T
. (11)

The heapsort algorithm was used to sort Pi′ in descending
order. Because the time complexity of the algorithm was low,
the sorting time was short, the system overhead 1t ′ of the
algorithmwas smaller than that of the Shell sorting algorithm.
As (11) shows, the heapsort algorithm relaxed the range of the
EDF algorithm execution. The smaller the heapsort algorithm
1t ′, the larger the range 1 − 1t ′

T . Moreover, the smaller the
load value Ui of each cycle task, the more tasks with priority
scheduling subset Q that were added. All tasks in the priority
scheduling subset had to satisfy U ≤ 1− 1t ′

T . Then, the tasks
in the priority scheduling subset were scheduled using the
EDF scheduling algorithm. If there was free time, other tasks
with a higher priority were processed.

V. PERFORMANCE ANALYSIS AND EXPERIMENTAL
RESULTS
We used the experimental data in [20], as shown in Table 3,
including task running time, task value, task energy consump-
tion and other parameters. In this study, the weight of the
parameters was obtained by using the FAHP, where kv =
0.1716, kc = 0.6560, and ke = 0.1724. The task priority val-
ues were calculated via (3), as shown in Table 4, the task com-
prehensive priority values were calculated via (5), as shown
in Table 5.

TABLE 3. Experimental task set.

TABLE 4. Task priorities Pi .

TABLE 5. Task comprehensive priority (value density) Pi
′ .

In order to verify the superiority of the improved algorithm,
we conducted a comparative analysis of two aspects: task
completion degree and task deadline miss rate.

A. TASK COMPLETION DEGREE
To study the scheduling performance of overload experi-
ments, the workload values of 2.35, 2.8 and 3.25 under over-
load conditions were randomly selected. The task set was
scheduled by the scheduling algorithm, and the performance
of the task execution is shown in Table 6. We found that
the order of the task completion from low to high was as
follows: based on the Shell sort EDF algorithm < based on the
heapsort EDF algorithm< improved Shell sort EDF algorithm
< improved heapsort EDF algorithm. Compared with the
first four algorithms, the improved heapsort EDF algorithm
exhibited superiority in scheduling performance.

B. TASK DEADLINE MISS RATE
In order to verify that the improved algorithm could effec-
tively reduce the task deadline miss rate, we compared the
common priority with the comprehensive priority separately.
The task deadline miss rate of the EDF scheduling algorithm,
the Shell sort EDF scheduling algorithm and the heapsort
EDF scheduling algorithm under common priority is shown
in Fig. 5. The task deadlinemiss rate caused by the scheduling
algorithm under integrated priority is shown in Fig. 6.

When the system was in an overload state, the deadline
miss rate of the EDF scheduling algorithm increased signifi-
cantly. It can be seen in Figs. 5 and 6 that the performance
of the EDF scheduling algorithm based on the Shell sort
algorithm under common priority was better than that of the
EDF scheduling algorithm when the workload was less than
2.7, but the deadline miss rate was higher when the workload
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TABLE 6. Comparison of different scheduling algorithms.

FIGURE 5. Deadline miss rate under common priority.

FIGURE 6. Deadline miss rate under comprehensive priority.

was higher than 2.7. After the Shell sort algorithm changed
to the heapsort algorithm, the system overhead generated by
the sorting algorithm was reduced, the deadline miss rate of

FIGURE 7. Deadline miss rate curve.

task scheduling was significantly reduced, which improved
the scheduling performance of the system.

A comparative analysis of the composite priority and the
common priority is shown in Fig. 7. When the task load
was higher than 1.8, the deadline miss rate of the improved
shell sort and improved heapsort algorithm was significantly
lower than that of the previous ones. In the process of task
scheduling, in order to obtain better system scheduling per-
formance, it was necessary to select a subset of priority
scheduling tasks more simply and efficiently, the task priority
was not determined by a single indicator. The improved heap-
sort EDF scheduling algorithm was improved in the priority
index so that the number of tasks in the task scheduling
subset was increased, the tasks with higher priority were
scheduled in time and the deadline miss rate was the lowest.
In addition, the improved heapsort EDF scheduling algorithm
added the system sorting overhead and the system scheduling
overhead to the subset determining conditions, which made
the scheduling more realistic and the CPU resources better
utilized.
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VI. CONCLUSION
In real-time systems, due to different task priorities, task
scheduling is often overloaded, which leads to a decrease in
the success rate of task scheduling and the waste of system
resources. The improved method proposed in this study not
only quickly selected the optimal scheduling subset from
the task set but also prioritized the high-priority tasks in
the system and improved the system resource utilization.
The experimental results showed that the improved heapsort
dynamic priority scheduling algorithm shortened the dead-
line miss rate of the task set by 0.1789, which improved
the scheduling performance of the algorithm and effectively
solved the problem of a low success rate in task scheduling
and a waste of system resources. In future research, we will
continue to study how to optimize the scheduling subset for
better system scheduling performance.
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