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ABSTRACT Interval type-2 fuzzy c-means (IT2FCM) clustering algorithm can describe more uncertainty
than fuzzy c-means (FCM) clustering algorithm by using two fuzzifiers to construct a more inclusive
boundary. How to obtain appropriate fuzzifiers and initialize cluster centers are essential tasks for the
IT2FCM. To effectively solve these problems, this paper proposes an alternate particle swarm optimization-
based adaptive interval type-2 intuitionistic fuzzy c-means clustering algorithm (A-PSO-IT2IFCM) and
applies this proposed method to color image segmentation. First, in order to further deal with the uncertainty,
a novel interval type-2 fuzzy clustering objective function is constructed by utilizing the intuitionistic fuzzy
information extracted from images. Then an alternate particle swarm optimization (PSO) scheme is designed
to optimize fuzzifiers and cluster centers alternatively. In addition, a multiscale update strategy for the
positions of particles is introduced into the A-PSO-IT2IFCM to increase the diversity of swarm and boost
the convergence of optimization. The color image segmentation experiments on Berkeley and UC Merced
Land Use datasets show that the proposed algorithm can adaptively determine fuzzifiers and cluster centers
and achieve good segmentation results.

INDEX TERMS Image segmentation, interval type-2 fuzzy clustering, intuitionistic fuzzy set, particle swarm
optimization, alternate optimization.

I. INTRODUCTION
Fuzzy set theory was first proposed by Zadeh in 1965 [1].
Some improved fuzzy sets, such as type-2 fuzzy set [2], inter-
val type-2 fuzzy set [3] and intuitionistic fuzzy set [4] have
been proposed successively over the years. These extended
fuzzy sets can deal with more uncertainty than fuzzy set and
have been widely used in data analysis, pattern recognition,
image processing and so on [5]–[7].

Fuzzy c-means (FCM) [8] algorithm is a classical cluster-
ing method which introduces fuzzy set into clustering prob-
lems. To consider more uncertainty than FCM, type-2 fuzzy
c-means (T2FCM) clustering algorithm is proposed based on
type-2 fuzzy set. It can effectively cluster data with different
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approving it for publication was Eduardo Rosa-Molinar.

volume or density [9]. However, T2FCM is computationally
expensive. To reduce the complexity, interval type-2 fuzzy
c-means (IT2FCM) clustering algorithm is proposed based
on interval type-2 fuzzy set [10]. However, there are still
some problems for IT2FCM: 1) How to adaptively select
the fuzzifiers which determine the degree of fuzziness of the
partitions. 2) How to effectively initialize appropriate cluster
centers.

It is known that the fuzzifier m is an important parameter
for FCM. When m is 1, FCM becomes K-means clustering
algorithm [11]. In Ref. [3], m was suggested to be assigned
in the range [1.1, 5]. Given the number N of data, m should
be larger than N /(N -2) according to Ref. [12]. Later, some
researchers proposed that the value ofm should be in the inter-
val [1.25, 1.75] [13], while others thought that it should be in
the range [1.5, 2.5] [14]. It is not supposed to use the same
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fuzzifier m for all the data. It should be selected according
to the characteristics of data. Huang and Xia [15] presented
a theoretical approach which utilizes the behavior of mem-
bership function on two special data points to determine m.
For IT2FCM, there are two different fuzzifiers m1 and m2
used to construct the upper and lower boundaries of mem-
bership degree function to deal with more uncertainty. These
two fuzzifiers have a great influence on the performance
of IT2FCM. Memon [16] extracted the information from
individual data points and proposed a histogram approach to
determine the fuzzifier values of IT2FCM. There have been
few relevant researches about the selection of fuzzifiers m1
and m2 for IT2FCM at present. How to obtain the fuzzifiers
for IT2FCM by a simple and effective method has become an
essential task.

To solve the initialization of cluster centers, several
methods [17]–[21] are proposed. For example, Zhang and
Wang [17] proposed a method in which initialized clus-
ter centers are constituted by the main peaks of gray his-
togram by using peak detection and interval analysis. Qiu and
Xiao [18] utilized the centroids calculated from multi-feature
patterns to obtain the initialized cluster centers. Considering
the advantages of simple implementation and parallel search
in the solution space, particle swarm optimization (PSO) was
introduced into clustering problems, in which cluster centers
are automatically searched in the feasible region [19].

Aiming to determine appropriate cluster centers and fuzzi-
fiers in IT2FCM simultaneously, an alternate particle swarm
optimization-based adaptive interval type-2 intuitionistic
fuzzy c-means (A-PSO-IT2IFCM) clustering algorithm is
proposed and applied to color image segmentation in this
paper. In order to fully process the uncertainty in images,
an objective function with intuitionistic fuzzy information is
first defined in this paper which takes the compactness of
partitions and the separation of each class into consideration.
Then a novel alternate optimization scheme based on PSO is
presented to obtain the appropriate cluster centers and fuzzi-
fiers alternatively.Moreover, considering that PSO is prone to
fall into local optimization, a multiscale update strategy for
the positions of particles is utilized in A-PSO-IT2IFCM to
obtain the diverse swarm and improve the optimization effi-
ciency. Experimental results reveal that the proposed method
can obtain appropriate cluster centers and fuzzifiers, which
bring satisfactory segmentation results.

The remainder of this paper is organized in four sec-
tions. Section II describes the theory of IT2FCM and PSO.
Section III introduces the proposed A-PSO-IT2IFCM in

FIGURE 1. Particle representation: (a) the particle of cluster centers;
(b) the particle of fuzzifiers.

detail. Section IV shows experimental results on Berkeley and
UC Merced Land Use Datasets. Finally, the whole article is
concluded in Section V.

II. PREVIOUS WORK
A. INTERVAL TYPE-2 FUZZY C-MEANS CLUSTERING
ALGORITHM
IT2FCM is an extension of FCM and can handle more uncer-
tainty in data than FCM [10], [22], [23]. In IT2FCM, the
objective functions are constructed by using two different
fuzzifiersm1 andm2 which represent different fuzzy degrees.
They are defined as

J1(u, v) =
N∑
i=1

c∑
j=1

um1
ij (xi)d

2(xi, vj)

J2(u, v) =
N∑
i=1

c∑
j=1

um2
ij (xi)d

2(xi, vj)

(1)

where N represents the number of data X = {x1, x2, · · · , xN }
and c is the number of clusters. uij(xi) represents the mem-
bership of the ith pattern belonging to the jth cluster. d(xi, vj)
denotes the Euclidean distance between the ith pattern and the
jth cluster center. The upper and lower membership functions
are expressed as (2), as shown at the bottom of this page.

In IT2FCM, Karnik-Mendel iterative algorithm is used to
estimate the maximum value vRj and minimum valuevLj of the
jth cluster center [24]. When the iterative algorithm is per-
formed, the left memberships uLij(xi) and right memberships
uRij(xi) are computed according to each feature for a pattern.
They are calculated as

uLij(xi)=

M∑
l=1

uil

M
, uil=

{
ūij(xi), if xil uses ūij(xi) for vLj
uij(xi), Otherwise

(3)

uRij(xi)=

M∑
l=1

uil

M
, uil=

{
ūij(xi), if xil uses ūij(xi) for vRj
uij(xi), Otherwise

(4)


ūij(xi) = max


[

c∑
k=1

(
d(xi, vj)
d(xi, vk )

) 2
m1−1

]−1
,

[
c∑

k=1

(
d(xi, vj)
d(xi, vk )

) 2
m2−1

]−1
uij(xi) = min


[

c∑
k=1

(
d(xi, vj)
d(xi, vk )

) 2
m1−1

]−1
,

[
c∑

k=1

(
d(xi, vj)
d(xi, vk )

) 2
m2−1

]−1
(2)
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FIGURE 2. Cluster centers and fuzzifiers updating by using alternate particle swarm optimization.

FIGURE 3. Changing trends of CA against the factor α on berkeley images: (a) #3096; (b) #3063; (c) #24063; (d) #238011;
(e) #241004; (f) #15088; (g) #8068; (h) #135069; (i) #101027; (j) #113016.

FIGURE 4. Segmentation results on berkeley #3063: (a) original image; (b) benchmark image; (c) FCM (m = 2.00); (d) IFCM (m = 2.00);
(e) IT2FCMBB (m1 = 1.10,m2 = 2.00); (f) IT2FCMWW (m1 = 3.00,m2 = 5.00); (g) PSO-FCM (m = 2.00); (h) PSO-IT2IFCMBB

(m1 = 1.50,m2 = 3.00); (i) PSO-IT2IFCMWW (m1 = 2.50,m2 = 3.50); (j) A-PSO-IT2IFCM.

where M denotes the number of features of a pattern. Then
the crisp centroids and membership matrix can be obtained
by type-reduction and defuzzification methods.

vj =
vLj + v

R
j

2
(5)

uij(xi) =
uRij(xi)+ u

L
ij(xi)

2
(6)

B. PARTICLE SWARM OPTIMIZATION
PSO is a classical optimization method proposed by Eberhart
and Kennedy [25], [26]. In PSO, particles search around in
the feasible solution space until all particles converge to the
optimal solution. During this process, both the experimental

knowledge of the particles and socially exchanged informa-
tion from the particles’ neighborhood are taken into consid-
eration [27]. The search strategy can be expressed as

Vi(t + 1) = w× Vi(t)+ c1rand1 × (Pbesti(t)− pi(t))

+ c2rand2 × (gbest(t)− pi(t)) (7)

pi(t + 1) = pi(t)+ Vi(t + 1) (8)

where Vi and pi denote the velocity vector and position vector
of the particle i, respectively. w is a weight factor, c1 and
c2 are the acceleration coefficients, and t is the iteration
counter. rand1 and rand2 represent two random numbers
between 0 and 1. Pbesti denotes the best personal position
of the particle i found so far and gbest is the global optimal
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FIGURE 5. Segmentation results on berkeley #101027: (a) original image; (b) benchmark image; (c) FCM (m = 2.00); (d) IFCM (m = 2.00);
(e) IT2FCMBB (m1 = 1.10,m2 = 2.00); (f) IT2FCMWW (m1 = 3.00,m2 = 5.00); (g) PSO-FCM (m = 2.00); (h) PSO-IT2IFCMBB

(m1 = 1.50,m2 = 3.00); (i) PSO-IT2IFCMWW (m1 = 2.50,m2 = 3.50); (j) A-PSO-IT2IFCM.

FIGURE 6. Segmentation results on berkeley #238011: (a) original image; (b) benchmark image; (c) FCM (m = 2.00); (d) IFCM (m = 2.00);
(e) IT2FCMB (m1 = 1.50,m2 = 3.00); (f) IT2FCMW (m1 = 2.00,m2 = 4.00); (g) PSO-FCM (m = 2.00); (h) PSO-IT2IFCMB (m1 = 1.50,m2 = 3.00);
(i) PSO-IT2IFCMW (m1 = 2.50,m2 = 3.50); (j) A-PSO-IT2IFCM.

FIGURE 7. Segmentation results on berkeley #24063: (a) original image; (b) benchmark image; (c) FCM (m = 2.00); (d) IFCM (m = 2.00);
(e) IT2FCMB (m1 = 1.10,m2 = 2.00); (f) IT2FCMW (m1 = 3.00,m2 = 5.00); (g) PSO-FCM (m = 2.00); (h) PSO-IT2IFCMB (m1 = 1.10,m2 = 2.00);
(i) PSO-IT2IFCMW (m1 = 2.00,m2 = 4.00); (j) A-PSO-IT2IFCM.

position among the whole population. Considering the maxi-
mum problems, Pbest and gbest can be updated according to
the following scheme:

If Fit(pi(t + 1)) > Fit(Pbesti(t)),

then Pbesti(t + 1) = pi(t + 1);

If Fit(pi(t + 1)) > Fit(gbest(t)),

then gbest(t + 1) = pi(t + 1).

where Fit(·) represents the fitness function which is
used to evaluate the positions of particles. The algo-
rithm terminates after the difference in fitness values of

gbest(t) and gbest(t + 1) is less than a minimum thresh-
old or a finite number of steps.

III. ALTERNATE PAERICLE SWARM
OPTIMIZATION-BASED ADAPTIVE INTERVAL
TYPE-2 INTUITIONISTIC FUZZY C-MEANS CLUSTERING
ALGORITHM
How to initialize cluster centers and select the appropriate
fuzzifiers are important tasks for IT2FCM. In this paper,
an alternate particle swarm optimization-based adaptive inter-
val type-2 intuitionistic fuzzy c-means clustering algorithm
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FIGURE 8. Segmentation results on berkeley #241004: (a) original image; (b) benchmark image; (c) FCM (m= 2.00); (d) IFCM (m= 2.00); (e)
IT2FCMB (m1= 1.10,m2= 2.00); (f) IT2FCMW (m1= 3.00,m2= 5.00); (g) PSO-FCM (m= 2.00); (h) PSO-IT2IFCMB (m1= 1.10,m2= 2.00); (i)
PSO-IT2IFCMW (m1= 2.50,m2= 3.50); (j) A-PSO-IT2IFCM.

FIGURE 9. Segmentation results on #airplane39: (a) original image; (b) FCM (m= 2.00); (c) IFCM (m= 2.00);
(d) IT2FCMB (m1= 1.10,m2= 2.00); (e) IT2FCMW (m1= 3.00,m2= 5.00); (f) PSO-FCM (m= 2.00); (g)
PSO-IT2IFCMB (m1= 1.50,m2= 3.00); (h) PSO-IT2IFCMW (m1= 2.00,m2= 4.00); (i) A-PSO-IT2IFCM.

TABLE 1. Methods and the correspond parameter settings.

(A-PSO-IT2IFCM) is proposed to solve these two problems.
In this method, a novel alternate PSO-based scheme with
the objective function with intuitionistic fuzzy information is
designed to find the appropriate cluster centers and fuzzifiers
in IT2FCM.

A. PARTICLE REPRESENTATION AND INITIALIZATION
In the proposed method, cluster centers and fuzzifiers are
encoded as particles, respectively. For image segmentation,

the cluster center particles are composed of real pixel values
in an image and the fuzzifiers particles are random numbers in
the range (1, 5]. For instance, Figure 1 shows a particle encod-
ing cluster centers and fuzzifiers. The particle in Fig. 1(a)
represents two cluster centers in the RGB space. {155, 231,
65} is cluster center 1 and {31, 87, 255} is cluster center
2. The particle in Fig. 1(b) is fuzzifiers combination. {1.25,
3.76} denotes m1 = 1.25 and m2 = 3.76. After decoding
particles, fitness functions can be computed under above
fuzzifiers and cluster centers.

B. FITNESS FUNCTION CONSTRUCTION
LetX = {x1, x2, · · · , xN } denote an image. To deal withmore
uncertainty in the image, a novel interval type-2 fuzzy clus-
tering fitness function with intuitionistic fuzzy information is
designed as

fAPI = (
1
c
×
E1
Ec
× Dmax)2 (9)

where c denotes the number of clusters. Ec denotes the
interval type-2 fuzzy compactness of the partition. E1 is the
special case of Ec when c is equal to 1 and actually represents
the difference between each pixel value and the pixel mean.
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TABLE 2. CA and NMI of A-PSO-IT2IFCM and compared algorithms on berkeley images.

Dmax measures the maximum fuzzy separation of the parti-
tion. Ec and Dmax can be defined as

Ec =
N∑
i=1

c∑
j=1

uijd2IFS (xi, vj) (10)

Dmax = maxcp,q=1 d
2
IFS (vp, vq) (11)

where dIFS (xi, vj) is the intuitionistic fuzzy distance between
xi and vj which can be calculated by

dIFS (xi, vj) = sqrt((t(xi)− t(vj))2

+ (r(xi)− r(vj))2 + (π (xi)− π (vj))2) (12)

where t(·), r(·) and π(·) denote the membership degree, non-
membership degree and hesitation degree, respectively. In A-
PSO-IT2IFCM, t(xi) is computed as the normalized value of
xi and r(xi) is computed by using Yager’s function [28]

r(xi) = (1− t(xi)α)
1/α, 0 < α <∞ (13)

π (xi) can be obtained by

π (xi) = 1− t(xi)− r(xi) (14)

The fuzzy membership degree uij can be obtained by type-
reduction and defuzzification methods introduced in section
II.A. In A-PSO-IT2IFCM, the upper and lower memberships
under the intuitionistic fuzzy distance are calculated as (15),
as shown at the bottom of next page.

C. ALTERNATE PARTICLE SWARM OPTIMIZATION OF
CENTERS AND FUZZIFIERS
In A-PSO-IT2IFCM, a novel alternate optimization scheme
based on PSO is presented to obtain cluster centers and
fuzzifiers. The flowchart of this strategy is shown in Fig. 2.
Firstly, two fuzzifiers {m1,m2} are randomly initialized
within the range of (1, 5]. Then the optimal cluster cen-
ters v = {v1, v1, . . . , vc} are obtained by PSO-based opti-
mization. Utilizing the obtained optimal cluster centers, the
optimal fuzzifiers m = {m1,m2} are further computed
by PSO-based optimization method. This alternate PSO-
based optimization process continues until reaching the max-
imum number T of iterations. This strategy can not only
ensure the effect of the fuzzifiers in IT2FCM, but also
find the appropriate combinations of fuzzifiers and cluster
centers.
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TABLE 3. The fuzzifiers obtained by A-PSO-IT2IFCM and compared algorithms on berkeley images.

D. PSO BASED MULTISCALE INTERACTIVE LEARNING
SCHEME
To improve the searching efficiency of alternate PSO-based
strategy, a multiscale interactive learning scheme [29], [30] is
introduced in A-PSO-IT2IFCM. Firstly, a learning factor η is
used to change the step size according to the iteration number,
and it is defined as

η(t) = e−2τ × cos(2πθ )× (1−
t
T
) (16)

where τ and θ are the Gaussian random numbers generated
in [0, 1], t represents the current number of iteration and T
denotes the maximum number of iterations in PSO method.
In the early stage of search, the step size is large and parti-
cles search globally to avoid premature convergence. As the
iteration number increases, the value of η(t) decreases and
particles converge near the optimal solution. The new position
of the particle pi(t) is updated by

pi(t + 1) = pi(t)+ η(t)× Vi(t + 1) (17)

It should be noticed that though the small value of η(t)
helps speeding up convergence, it easily reduces the diversity
of swarm. This scheme adds weight information of other
positions to improve gbest . It is defined as

gbest(t + 1) = gbest(t)+ η(t)(gbest(χ )− gbest(t)) (18)

where gbest(t) is the best position of the swarm that has
been found so far. gbest(χ ) is the information from histor-
ical gbest where χ is a randomly selected positive integer
in [1, t − 1].
The introduction of multiscale update scheme can increase

the diversity of swarm and promote fault tolerance of PSO.
The framework of PSO based multiscale interactive learning
scheme is given in Algorithm 1.

E. FRAMEWORK OF A-PSO-IT2IFCM
In this section, the framework of A-PSO-IT2IFCM is pre-
sented in Algorithm 2.


ūij(xi) = max


[

c∑
k=1

(
dIFS (xi, vj)
dIFS (xi, vk )

) 2
m1−1

]−1
,

[
c∑

k=1

(
dIFS (xi, vj)
dIFS (xi, vk )

) 2
m2−1

]−1
uij(xi) = min


[

c∑
k=1

(
dIFS (xi, vj)
dIFS (xi, vk )

) 2
m1−1

]−1
,

[
c∑

k=1

(
dIFS (xi, vj)
dIFS (xi, vk )

) 2
m2−1

]−1
(15)
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TABLE 4. Vpc and Vpe of A-PSO-IT2IFCM and compared algorithms on UC merced land dataset.

IV. EXPERIMENTAL STUDY
The experiments are conducted on real color images from
Berkeley Segmentation Dataset [31] and Synthetic Aper-
ture Radar (SAR) images from UC Merced Land Use
Dataset [32]. In order to assess the effectiveness of the
proposed A-PSO-IT2IFCM, FCM [8], intuitionistic fuzzy
c-means (IFCM) clustering algorithm [33], IT2FCM [10],
PSO-FCM [34] are adopted as comparison algorithms.
In addition, in order to verify the effect of fuzzifiers obtained
in the proposed method, the optimization steps of fuzzifiers

is removed in the alternation particle swarm optimization
strategy and this degradation version of A-PSO-IT2IFCM is
called as PSO-IT2IFCM. Since FCM, IFCM, and IT2FCM
are not based on swarm intelligent method, cluster centers are
randomly initialized by user. In IT2FCM and PSO-IT2IFCM
algorithms, some fixed combinations of fuzzifiers {(1.10,
2.00), (1.50, 3.00), (2.50, 3.50), (2.00, 4.00), (3.00, 5.00)}
are used and the best and the worst results are presented in
the experiments. Other parameters setting of all comparative
methods are shown in Table 1.
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Algorithm 1 PSO Based Multiscale Interactive Learning
Scheme

Input: the size n of population, weight factor w, learn-
ing factor c1 and c2, maximum iteration T , initialize
populations P = (p1, p2, · · · , pn) and velocities V =
(V1,V2, · · · ,Vn).
Step 1. Calculate the objective function value of each pi.
Step 2. Initialize Pbest(0) = P and Set t = 0.
Step 3. gbest(0) = pi, where pi has the maximum value of
objective function.
Step 4. While t ≤ T
(a) Update particle velocities by using (7),
(b) Update positions by using (17) and calculate the

objective function values of them,
(c) If Fit(pi(t + 1)) > Fit(Pbest(t))

Pbest(t + 1) = pi(t + 1)
else Pbest(t + 1) = Pbest(t)
If Fit(pi(t + 1)) > Fit(gbest(t))

gbest(t + 1) = pi(t + 1)
else gbest(t + 1) = gbest(t)

(d) Update gbest by using (18) and t = t + 1
Output: The best position gbest of the swarm.

A. PARAMETER ANALYSIS AND DISCUSSION
In the proposed method, the parameter α is used to con-
struct the non-membership degree in the intuitionistic fuzzy
information of each pixel. In this section, in order to discuss
the effect of parameter α on the performance of A-PSO-
IT2IFCM, the clustering accuracy (CA) [35] is utilized as the
evaluation index and the parameter α is tested from 0.15 to
0.95 with the increment 0.1. CA measures the degree of sim-
ilarity between the benchmark b and the obtained clustering
r . It is defined as follows:

CA =
∑N

i=1
δ(bi,map(ri))

/
N (19)

where N is the number of data, and bi and ri denote the true
clustering label and the obtained clustering label of the ith

pattern, respectively. map(·) is the permutation relationship
between a clustering label and a category label, and the
maximum of δ(bi,map(ri)) is selected.
Figure 3 shows the CA curves of A-PSO-IT2IFCM with

the variations of α on ten Berkeley images. It can be found
from these curves that the parameter α has no obvious influ-
ence on the final segmentation performance of the proposed
method. In the following experiments, the parameter α is
assigned to 0.85.

B. SEGMENTATION EXPERIMENTS ON BERKELEY IMAGES
In this section, A-PSO-IT2IFCM and other comparative
methods are applied to segment Berkeley images. In order to
assess the performance of these algorithms, two performance
indices, CA and normalized mutual information (NMI) are
adopted. NMI reflects the mutual information between the
benchmark b and the obtained clustering r [36]. It is defined

Algorithm 2 Alternate PSO-Based Adaptive Interval Type-2
Intuitionistic Fuzzy c-Means Clustering Algorithm (A-PSO-
IT2IFCM)
Input: Initialize parameters: population size n, weight fac-
tor w, learning factor c1 and c2, maximum iteration L.
Step 1. Randomly initialize fuzzifiers (m1,m2)(0) ∈ (1, 5]
and set l = 0.
Step 2. Obtain the optimize cluster centers
(v1, v2, · · · , vc)(l) by using Algorithm I under fuzzifiers
(m1,m2)(l).
Step 3. Obtain the optimize fuzzifiers (m1,m2)(l) by using
Algorithm I under above cluster centers (v1, v2, · · · , vc)(l).
Step 4. Save the optimal cluster centers (v1, v2, · · · , vc)(l)

and fuzzifiers (m1,m2)(l) as a combination in archive and
l = l + 1.
Step 5. If l > L, goto Step 6. Otherwise, goto Step 2.
Step 6. Obtain the optimal combination of cluster centers
and fuzzifiers with the maximum value of objective func-
tion.
Output: Obtain the final segmentation result under the
optimal combination.

by

NMI =
2MI (b; r)
E(b)+ E(r)

(20)

whereMI(b;r) is the mutual information of b and r , E(b) and
E(r) are the entropy of b and r , respectively.

The CA and NMI values of these algorithms are shown
in Table 2. IT2FCMB and PSO-IT2IFCMB are best seg-
mentation results and IT2FCMW and PSO-IT2IFCMW are
worst segmentation results under different fuzzifiers combi-
nations. Table 2 reveals that A-PSO-IT2IFCM outperforms
other methods on most images. The fuzzifiers automatically
obtained by A-PSO-IT2IFCM and the fuzzifiers correspond-
ing to the best and worst results of IT2FCM and PSO-
IT2IFCM are presented in Table 3. It is shown that the pro-
posedmethod can automatically obtain effective and different
fuzzifiers combinations for different images.

In order to further highlight the visual segmentation perfor-
mance of all comparative methods, the segmentation results
of #3063, #101027, #238011, #24063, and #241004 are
shown in Figs. 4-8. It is easy to see that the proposed
approach can obtain better performance on images with
more complex background. As shown in Figs. 4 and 5,
FCM, IFCM, IT2FCM and PSO-IT2IFCM with inappropri-
ate fuzzifiers cannot segment the airplane and coral from
images. PSO-FCMmisclassifies some pixels at the top of the
image. A-PSO-IT2IFCM and PSO-IT2IFCM with appropri-
ate fuzzifiers can well segment the object and produce fewest
misclassified pixels in the background. For #238011, only
A-PSO-IT2IFCM and IT2FCMB can well segment the moon
and tree from this image. The segmentation performance
of all comparison methods are almost the same (shown in
Figs. 7 and 8).
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TABLE 5. The fuzzifiers obtained by A-PSO-IT2IFCM and compared algorithms on UC merced land dataset.

FIGURE 10. Segmentation results on #airplane58: (a) original image; (b) FCM (m= 2.00); (c) IFCM (m= 2.00);
(d) IT2FCMB (m1= 1.50,m2= 3.00); (e) IT2FCMW (m1= 2.00,m2= 4.00); (f) PSO-FCM (m= 2.00); (g)
PSO-IT2IFCMB (m1= 1.50,m2= 3.00); (h) PSO-IT2IFCMW (m1= 2.00,m2= 4.00); (i) A-PSO-IT2IFCM.

The results of color images clearly prove that the pro-
posed A-PSO-IT2IFCM approach can not only adaptively
obtain the appropriate fuzzifiers but also outperforms FCM,
IFCM, IT2FCM, PSO-FCM, and PSO-IT2IFCM approaches
in terms of evaluation indexes and segmentation results.

C. SEGMENTATION EXPERIMENTS ON SAR IMAGES
In this section, 15 SAR images selected from UC Merced
Land Use Dataset are used to testify the performance of
A-PSO-IT2IFCM and other comparative algorithms. UC
Merced Land Use Dataset is a 21 class land use image dataset
meant for research purposes. There are 100 images for each
class [32]. Because there are no benchmark images, the unsu-
pervised evaluation indexes partition coefficient (Vpc) and
partition entropy (Vpe) [37] are utilized to evaluate the

segmentation results. They are defined as:

Vpc =

∑N
i
∑c

j u
2
ij

N
(21)

Vpe =
−
∑N

i
∑c

j [uij log uij]

N
(22)

where uij is the membership degree value. Partitions with
the maximum of Vpc and minimum of Vpe represent that the
corresponding result is satisfying. Because larger fuzzifiers
will lead to smaller Vpc and larger Vpe, so these two indexes
are not suitable for IT2FCM and PSO-IT2IFCM to select
fuzzifiers. In this section, the fuzzifiers combinations are
still {(1.10, 2.00); (1.50, 3.00); (2.50, 3.50); (2.00, 4.00);
(3.00, 5.00)}. The best and worst fuzzifiers of IT2FCM and
PSO-IT2IFCM are selected according to visual segmentation
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results. Vpc and Vpe values of A-PSO-IT2IFCM and com-
parison algorithms on SAR images are presented in Table 4.
Moreover, fuzzifiers combinations for SAR images obtained
by the proposed method and compared methods are shown
in Table 5. As shown in Table 4, A-PSO-IT2IFCM outper-
forms other methods in terms of fuzzy partition coefficient
and partition entropy on these images.

The segmentation results of #airplane39 and #air-
plane58 are selected to present the visual results and are
shown in Figs. 9-10. In Fig. 9, all comparative meth-
ods can segment four airplanes from the image and only
A-PSO-IT2IFCM can remove more noise around the air-
plane. In Fig. 10, FCM, IFCM, IT2FCM, and PSO-FCMmis-
classify some parts of the airplane. Although PSO-IT2IFCM
segment the airplane well, its result still contain some noisy
pixels. Among all comparison algorithms, A-PSO-IT2IFCM
obtains the most satisfying segmentation result.

V. CONCLUSION AND REMARKS
The settings of appropriate fuzzifiers and cluster centers are
essential tasks for IT2FCM. To effectively solve these prob-
lems, an alternate particle swarm optimization-based adaptive
interval type-2 intuitionistic fuzzy c-means clustering algo-
rithm (A-PSO-IT2IFCM) is proposed for color image seg-
mentation. Firstly, in order to further deal with the uncertain
information in images, a novel interval type-2 intuitionistic
fuzzy clustering objective function is defined in A-PSO-
IT2IFCM by extracting the intuitionistic fuzzy information
from the image. Then, an alternate particle swarm optimiza-
tion strategy is designed in A-PSO-IT2IFCM to adaptively
obtain the appropriate cluster centers and fuzzifiers. Mean-
while, the introduction of multiscale interactive learning
scheme in A-PSO-IT2IFCM can guarantee the swarm diver-
sity and avoid premature convergence. Experimental results
on images fromBerkeley Segmentation andUCMerced Land
Use Datasets show that A-PSO-IT2IFCM can adaptively
determine the cluster centers and fuzzifiers and obtain good
segmentation results.

Actually, most images are complicated and contain noise.
How to avoid the influence of noise is a very important
task for our proposed method. Moreover, in order to deal
with more complex images, the multi-objective optimization
method can be introduced into our algorithm in the future
work.
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