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ABSTRACT Industrial 4.0 placed higher demands on the field of intelligent equipment monitoring. The
transformer is one of the critical power devices, its intelligent monitoring and fault positioning require in-
depth studies. In this study, an efficient fault localization method for transformer internal thermal faults
was proposed by introducing different deep convolutional neural networks (CNNs) and image segmentation.
First, the transformer monitoring images of temperature and velocity fields in fault conditions were simulated
using the lattice Boltzmann method (LBM), and the images were also used to highlight features information.
In practice, transformer degradation does not frequently occur, so that the fault samples for deep learning are
insufficient. To solve this problem, a transfer learning method was employed. Subsequently, fault locations
were defined as classification labels, and different CNN’s were used to classify the labels to achieve the
fault localization results. Next, image segmentation was performed to extract the features of fault areas
and simplify the data volumes. Likewise, the CNN’s were employed to perform the fault localization
again. Afterward, since the monitoring sensors were not located everywhere in a transformer in practical
applications, information of partial monitoring areas where the monitoring sensors located was trained
following a similar procedure. After image segmentation, the average fault localization accuracy using the
information obtained by sensors decreased from 97.95% to 94.42%, while the data volume was reduced to
nearly 1% of the original one. Besides, the average calculation time per iteration decreased by 8.816%, while
the loss value was reduced by 37.68%. Finally, the Friedman hypothesis test and Nemenyi post hoc test were
performed to compare the evaluation indicators of different networks, and the performance of GoogleNet
in this case was considered the best.

INDEX TERMS Condition monitoring, fault diagnostics, convolutional neural networks (CNNs), image
segmentation, lattice Boltzmann method (LBM), level set, transformers, Friedman test.

I. INTRODUCTION

In the era of Industrial 4.0, more intelligent fault identifi-
cation and localization methods need in-depth exploration.
Transformer are critical for power systems [1]. According
to surveys by IEEE and CIGRE, the annual failure rate of
oil-immersed transformers reaches 0.625%, and it increases
by 1-2% for large power transformers (above 300kv) [2].

The associate editor coordinating the review of this manuscript and
approving it for publication was José Valente De Oliveira.

Discussing how to monitor and diagnose transformer faults
can help ensure the safety and reliability of the energy system.

The analysis of transformer temperature during monitoring
process has long been a hot topic [3]. Several computa-
tion and analysis methods have been commonly used, e.g.
equivalent thermal circuit model [4], Computational Fluid
Dynamics (CFD) [5], and Finite Element Method (FEM) [6],
to simulate transformer conditions. Wang et al. [7] employed
Lattice Boltzmann Method (LBM) to solve the transformer’s
heat transfer problem. Recently, a promising LBM-based
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numerical simulating method has been developed for LBM’s
simplicity, computational efficiency, and high scalability in
parallel processing [8]. Using LBM, simulation images of
oil temperature and velocity distribution of the transformer
can be taken. Because LBM is fast, it can better satisfy the
requirements of real-time intelligent monitoring systems.

In the field of monitoring internal faults of transformers,
there are a vast variety of methods [9], [10], e.g. Dissolved
Gas Analysis (DGA) [11], Partial Discharge (PD) [12],
Frequency Response Analysis (FRA) [13], Infrared Ther-
mography (IRT) [14]. Fault monitoring through temperature
information is not affected by electromagnetic interference.
Besides, the sensors can record the changes of information
in the monitoring areas. However, existing studies rarely
considered the situations when faults occur, and few studies
have been conducted on fault identification or localization.
The conventional temperature monitoring methods are based
on mathematical model and focus on hotspot [15], [16].
By reasonable deductions, it is likely to detect internal faults
of the devices based on external monitored information [17].
This method is effective, whereas it requires specific simu-
lation and monitoring systems for different power devices.
When impurities (e.g. moisture, machinery components, and
metals) appear in transformer oil, the method’s insulation
performance will be reduced, and the previously derived
monitoring standards will be no longer applicable. With the
continuous development of artificial intelligence, the deep
features of temperature field image data can be extracted.

The continuous advancement of equipment manufactur-
ing technologies and fault monitoring methods may lead
to insufficient fault samples. Fault diagnosis accuracies are
limited by the lack of fault samples, which is obvious when
using deep Convolutional Neural Networks (CNNs). Transfer
learning can transfer the knowledge in the B field to the A field
so that it can be adopted to compensate the insufficient fault
samples with the simulation data. In addition, less training
data, using pre-trained CNNs, can still achieve a relatively
high accuracy [18]. Through transfer learning, appropriate
transition between different samples can be achieved [19].
Wang et al. [20] made improvements in a CNN by learning
from the corresponding images published online to detect
vehicle monitoring data. Kolar ez al. [21] used a distributed
training method and transfer learning in the field of archi-
tecture. They, by training synthetic images, achieved higher
accuracies of the validation process using real construction
photos. Reference [22] applied deep learning approach to
IRT monitoring videos and then determined the condition of
the machine automatically. The required data set for training
different CNNs can be supplemented with LBM simulation
results.

The monitoring images used for deep neural network train-
ing process should be processed following feature extraction
procedures using image processing methods. Because these
images may cover redundant information, and the excessive
variation details of temperature may occupy too much data
capacity, [23] and [24] studied feature extraction methods of
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temperature images for rotating machinery. Lee et al. [25],
by modifying the neural network architecture, enhanced the
temperature image quality. Existing fault feature extraction
algorithm can correspond to a certain device. They require
manual participations during analysis process, which is diffi-
cult to perform during intelligent detection. Reference [26]
studied a Level Set Method (LSM) for image segmenta-
tion to achieve automatic segmentations, which is faster and
no longer limited by initial contour settings. The processed
monitoring images highlight fault features. Moreover, since
CNNSs’ are capable of distinguishing latent features automati-
cally [27], it can be used to achieve intelligent fault diagnosis
and localization [28]. Moreover, different CNNs have been
used in a range of monitoring fields [29]-[32], most of which
are focused on how to extract degradation features of equip-
ment. Intelligent fault localization methods are more reliable
compared with conventional ones since they are not required
to calculate the specific features, e.g. hotspot and the relevant
threshold for each transformer.

The major contributions of this study are summarized as
follows:

1) This study proposed a transformer fault localization
method based on deep learning (different CNNs) and image
processing algorithms (LBM-LSM). There is hardly any ref-
erence about the fault localization problems of transformer
internal faults at present.

2) Transfer learning method was used to solve the prob-
lems of insufficient monitoring data. LBM simulation images
with different fault labels were obtained and then used as
the primary source of data to train different CNNs. Besides,
the structures of pre-trained networks were modified to fit the
diagnosing situations in this study. This method could reduce
the amount of data set.

3) The practical monitoring environment limits the size
of data, and the monitoring areas usually cannot cover the
whole transformer. Given these problems, this paper used
LBM-LSM image segmentation method to reduce the data
volumes and extract information of partial areas.

4) This study compared fault localization results of dif-
ferent CNNs and conventional classification method. The
overall evaluation indices were proposed to measure the
effectiveness of each CNNs.

The rest of this paper is organized as follows:

In Section II the whole framework of the proposed
method is presented, and procedures of LBM simulation,
the image processing algorithm and the fault localization
method through CNNs are introduced. In Section III, experi-
ment processes are illustrated. In Section IV, further exper-
iments considering the constrained monitoring areas are
presented. In Section V, calculation results are analyzed.
In Section VI, a conclusion of this study is drawn.

Il. METHODS AND PRE-PROCESSING MATERIALS

The proposed transformer fault localization method com-
bined LBM computation and feature extraction techniques,
using image segmentation and deep CNNs. Fig. 1 shows
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FIGURE 1. Structure of intelligent monitoring method for transformer
faults using different CNNs.

FIGURE 2. Framework of the proposed fault localization method and the
structure of this paper.

the overall structure of the proposed transformer monitoring
method. Given the shortage of fault data samples in practical
applications, transfer learning was adopted. During the mon-
itoring process, almost all data were in normal condition and
could be easily identified through iterations in the time series.
Once degradation occurred, the monitored information would
change. Using the network trained beforehand, preliminary
fault localization results could be obtained. Flow chart of the
proposed fault localization method and the structure of this
paper are shown in Fig. 2, which is split into 3 parts. The four
arrows pointing at the third part in Fig. 2 represent one section
from III-A to IV-B respectively.

A. LBM SIMULATION METHOD FOR

TRANSFORMER MONITORING

When running oil-immersed transformers, the core as a
heat source caused natural convection or natural circulation.

VOLUME 7, 2019

The temperature of the transformer near the heat source rose,
whereas the density decreased. Besides, when the heated oil
was close to the heat sink, its heat could be dissipated nat-
urally. Accordingly, the oil temperature had a close relation
to the distribution of the velocity field. Besides, the failures
(e.g. moisture, mechanical or metallic impurities generated
in the oil) had certain effects on the conditions of the oil.
By modifying the heat dissipation boundary conditions,
the faults could be simulated.

cr

FIGURE 3. D2Q9 structure for LBM.

Using LBM simulation method, temperature distribution
field of transformers could be instantly obtained, thereby
promoting the acquisition of massive data for deep CNNs
training. Temperature and velocity distribution were closely
correlated, and their combination can improve the accuracy
of fault localization. In this study, temperature and velocity
fields were based on standard D2Q9 LBM model, as shown
in Fig. 3. This model has been commonly used in solving fluid
flow problems for its more vectors than D2Q4 and D2Q5
models [33]. Equilibrium distribution function for velocity
field is expressed as [34]:

3(ci-u) i -u?  3u?
eq __ .. i I,
Ji7 =i |:1 ta ta 2¢? M

where f; denotes the particle distribution functions; c¢; is
discrete particle velocity vector; ¢ = Ax/At, Ax is lattice
space; At is the lattice time step size;u and p are the velocity
and density used to calculate the equilibrium distribution
function fieq respectively. Moreover, w;is the weights of the
equilibrium distribution functions in the Boltzmann model.
He and Luo [35] considered the moments of equilibrium dis-
tribution functions as Guass-type integrals, and they derived
the weights w;:

479, i=0
wi=11/9, i=1234 2
1/36, i=5,6,7,8

The discrete particle velocity c; is expressed as:

0, 0) i=0
(cos 6;, sin 6;)c,
(i—1) .
ci = 0; = 5 T i=1,2,3,4 3)
ﬁ(cos 6;, sin 6;)c,
-9 T,
0, = 5 n—}—z i=5,6,7,8
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The macroscopic viscosity v is calculated by:

= PN 4
v_<r—5>cx t “4)

where ¢ denotes the lattice velocity of sound in correspond-

ing medias, which is equal to c/ﬁﬁ.

Given that the fluid was driven by buoyancy, an exter-
nal force should be considered. According to Boussinesq
Approximation, the external force is expressed as:

F = pgBAT 5

where p denotes the density of transformer oil; g is the gravi-
tational vector; AT is the temperature difference between hot
and cold boundaries; B is the thermal expansion coefficient.
Subsequently, discrete Lattice Boltzmann Equation (LBE) is
written as:

iD= x0)
s

fix+ciAt t+A)—fi (X, 1) =

+ AtF;
(0)

where: F; = ‘C%’F yas
Similar to the velocity field, LBE of temperature field can
be expressed as

i) =gt (x,1)
Tg

gixX+ At t+ At —gi (X, 1) =

(N

Equilibrium distribution functions for temperature field are
written as

3(ciu)

gfq = w;pT |:1 +—+
c

Uciu)*  3u? ] ®)

2¢4 22

After mesoscopic computation, the mesoscopic variables
should be reverted to macroscopic variables. According to the
model, the macroscopic density p, macroscopic speed p, and
the internal energy pr can be respectively calculated by:

8 8
p=> fi=y f* ©)
i=0 i=0
8 8

pu=Y cfi=Y cif (10)

i=0 i=0
8 8
pr=7) 8=y & (11)
i=0 i=0
Moreover, the winding loss Pr was affected by
temperature, which is expressed as:
Pr = Po[l + k(T — To)] (12)

where P( denotes the winding loss at the temperature Ty; k;is
the temperature coefficient of the conductor; T is the real-
time temperature. The heat flux density g; of the heat source
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is determined by the loss of windings and iron core, which is
expressed as:

qi = (13)

P
Ai
where g; denotes the heat flux density in a meter square of
heating surface; P is the total loss; A; is the heat transfer area.

The heat transfer coefficient 4 of the transformer tank is

calculated by:
Nu - A\
H

where Nu denotes the Nusselt number; A is the thermal con-
ductivity of the medium; H is the characteristic length.

h:

(14)

TABLE 1. Simulation algorithm of transformer monitoring images.

Algorithm 1: Transformer temperature and velocity field simulation
Step 1) Initialization
Calculate parameters and initialize boundary conditions;

Generate abnormal area Q;

Step 2) Evolution:

fori=1, ..., Ndo
Step 2.1) Velocity field: Calculate the equilibrium distribution
function (1);
Set bounce boundaries or symmetrical boundaries according to
geometric size;

Set space Q as bounce boundaries and of high temperature;
Obtain macroscopic speed p,;
Update current velocity vector u.
Step 2.2) Temperature field: Similar to step 2.1, calculate
equilibrium function g;? ; Update temperature parameter ¢.
Step 2.3) Updating and visualization: Update images and display;
end for
Output:
Transformer velocity field (Figy) and temperature field (Figr).

LBM simulation was performed to obtain different images
of specific fault locations. The calculation procedure is pre-
sented in Table 1. Input variables for transformer LBM sim-
ulation cover physical parameters of transformer oil, e.g.
dynamic viscosity (u), heat capacity at constant pressure
(Cp), density (p) and thermal conductivity (k;); parameters
of heat sources include thermal conductivities and relevant
losses in iron core, primary windings and secondary wind-
ings. Furthermore, it also includes geometric parameters of
transformer.

B. LBM-LSM IMAGE SEGMENTATION METHOD

1) ENERGY EQUATION

Fuzzy c-means (FCM) clustering algorithm can split an
image into c different classes. Assuming that the image con-
tains NV pixels, and the value of each pixel is X = {x;}, where
i = 1,2,...,N. The aim of the calculation process is to
optimize the following clustering criteria [26]:

¢ N
JW,V,X) =" ug b —vil®
k

=1 i=1

c
S.t. Zuki = 17 0 < Ugi < 11 Vksl (15)
k=1
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where U denotes a partition matrix, where uy; represents the
membership that the i-th element belongs to the k-th class.
Likewise, V is a centroid vector, where v, means the centroid
of the k-th class. The parameter pis a fuzzy index, represent-
ing the weighting exponent of each fuzzy membership. The
norm operator ||-|| indicates the standard Euclidean distance.

The minimum of objective function J was obtained when
high degree memberships were assigned to the pixels with
intensities close to the centroid of its particular class, while
low membership values were assigned to the pixels with
intensities far from the centroid.

If the monitoring images were recorded as ¥ = {yi}f’: 15
the initial image domain selected at the beginning of the
image processing was considered bias field image B =
{ﬁi}?’: |» and equation (15) can be written as a continuous
form:

J(U,V,B,Y)

= Zf UL o) 1Y (. y) = B x,y) — vilPdxdy - (16)
k=1,

Monitoring images should be classified into several types.
Considering the convenience when the monitored informa-
tion was being transmitted, the normal part of monitoring
images was marked as black, and the abnormal part was
white, i.e. ¢ = 2. Thus, the optimization function in (16)
should be divided into two parts: 21 and €2;, and the level
set function is expressed as follows:

J(U.V.B.Y)
_ / UP (eoy) Y (ry) — B (x. y) — vi|2H (@) ddy
Q
+ / UP (o) ¥ (6, y)—B (x. ) —vall? (1= H (6)) dxdy
Q
st U (e, )+ Us(x,y) =1, 0< U (x,y) <1, Vx,y

7)

where ¢ denotes the signed distance function; H( ) is the
Heaviside function. Level set function J was used as a data
link in energy function, shown in (18):

EWU,V,B,Y,¢)=J(U,V,B, Y,¢)+v/|VH(¢)Idxdy
Q
(18)

where v is a constant and v > 0. The latter integral term
denotes the length of a given curve which is represented
implicitly as the zero level of ¢.

2) LEVEL SET EQUATION

LBM can be used to solve the parabolic diffusion equation
recovered by Chapman—Enskog expansion with the external
force, including [26]:

L yV.Vp+F (19)
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The classical energy function optimization method aims to
find a stable solution of gradient descent for fixed U, V and

B: % = —%. Substituting it to equation (19), the following
level set equation (LSE) could be obtained:
¢
FTi =8(®) (U} (x, ) 1Y (x.y) — B(x,y) —wiI?
— U5 e, ) 1Y (x,3) = B(x,y) = val®)

+ 6 (¢) div < Ve )
Vo]

sit. Uy (x,y) + Uz (x,y) =1,
0=<Ur(x,y =<1, Vk,x,y (20)

Vx,y

To solve the optimization equation, the first derivative
of corresponding variables (e.g. ug;, v and B;) should be
calculated and set to zero. Accordingly, the following sup-
plementary conditions are available:

1
Up (x,y) = = 2n

C
1Y () —BGx.y) —ve|
Z <\|Y<xy> “Bxy)— wll)

UL (x,9) (Y (x,y) — B(x,y)) dxdy

Vi = 22
k fU,f (x,y) dxdy (22)

Q

C

YU (xy) v
B*(x,y) = Y (x,y) — :l— (23)
kX:l Uk (x,)

Finally, LSE was added to LBM (19). The p in equation
(19) was replaced by the signed distance function ®. After
the replacement, it was suggested that (20) is only a varia-
tion formula of (19). Thus, the external force term could be
obtained by comparison:

F=x (U7 Y (5.9 =B,y =il

— U @Y @)~ By —wl?) @4

where A denotes a positive parameter and the parameter
p=2.

This section presents an image processing method. First,
monitoring images should be fused with the relevant infor-
mation of normal conditions, so that the fault features were
extracted. Second, the image segmentation algorithm based
on LBM-LSM was used to obtain the contours of fault loca-
tions. In the meantime, fault areas were visually displayed
on monitoring images. The algorithmic description of image
processing is given in Table 2.

Corresponding processing results are shown in Fig. 4. The
rows represent segmentation results, and the columns repre-
sent different fault locations. When an initial contour was
drawn outside the monitoring area, e.g. on the transformer
core shown in Fig. 4 (al), (bl) and (el), it might always exist.
However, this part of the segmentation results did not affect
the monitored areas. The last line was the boundaries of the
fault areas obtained by LBM-LSM calculation. Fig. 4 shows
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TABLE 2. Image fusion and LBM-LSM image segmentation.

TABLE 3. Dataset of transformer degradation images for training.

Algorithm 2: Image Fusion and Feature Extraction Algorithm
Based on LBM-LSM
Input:
Images of Transformer oil velocity field (Figy) and temperature field
(Figrm);
Step 1) Initialization
Crop the image to match a uniform size;
Step 2) Image Fusion:
Apply image fusion process by (26).
Step 4) Fault image segmentation:
Initialize distant function @, set @’=@-min(®);
Initialize centroid values vy, v, and bias field image B;
Calculate UY (x,y). U? (x,y), V1, v2, B, external force F by (21)-
(24);
Compute discrete LBM equation f; by (6); Accumulate it;
Update distance value
Output:
fault state information matrix (Figp) after fusion processing.

FIGURE 4. Samples of image segmentation results for transformer fault
areas.

that, segmentation results were absolutely identical wherever
initial contour was.

C. DEEP LEARNING FAULT LOCALIZATION METHOD
Because CNNs have abilities for deep feature extraction,
adaptive fault diagnosis can be achieved.
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. erglnal Gray- Rotate and Adding tOt?I .for

Fault location  image scale  mirror noises training
number (80%)
Right 25 25 125 75 25 220
Left 25 25 125 75 25 220
Middle 25 25 125 75 25 220
Upper-Left 15 15 75 45 15 132
Upper-Right 15 15 75 45 15 132
Bottom-Left 15 15 75 45 15 132
Bottom-Right 15 15 75 45 15 132
Normal 50 50 250 150 50 440
Total 185 185 925 555 185 1628

1) DATA SET

Fault diagnosis process required a corresponding data set for
training and evaluation. As shown in Fig. 5, fault locations
were simulated randomly and classified into different labels.
The image was easy to classify after feature extraction pro-
cess. Intelligent localization algorithms based on deep CNNs
were employed to classify fault locations, thereby achieving
the adaptive positioning. In total, 240 images were used as
original images to be classified into different tags, including
different locations of transformer oil degradations. 7 types
of fault locations and a normal condition were studied here.
Fig. 5 shows the relevant positions of the seven fault location
tags: top left, top right, left, center, right, bottom left, and
bottom right so that the fault locations of the transformer can
be separated into different labels. The rules for the division
of transformer areas can be adjusted according to specific
applications. The image data set is shown in Fig. 5, including
colorful or gray-scale processed ones. Furthermore, more
image augmentation methods are to be present in the next
section.

2) AUGMENTATION

Training process of CNNs require a considerable amount of
monitoring samples. Though the simulation data set and the
transfer learning method can make up the shortage of moni-
toring images that should be obtained under fault conditions,
it is necessary to further expand the dataset and to avoid
overfitting during training process. After obtaining the pro-
cessed images by image feature fusion, the data set should be
augmented. Using augmentation methods: randomly rotating
90°, 180° or 270°, mirroring, adding noise, etc., other moni-
toring image versions were obtained. In total, the transformer
monitoring image dataset contained 2035 images, 1628 of
which (80%) were for training and 407 (20%) for testing.
The monitoring image data set of the transformer applied
for training different CNNs are listed in Table 3. Besides,
to standardize the image size, it is necessary to maintain the
consistency of image feature extraction process and meet the
deep CNNs requirements.

D. BRIEF INTRODUCTION TO CONVOLUTIONAL

NEURAL NETWORKS

AlexNet [36] achieved a top-5 error rate of 15.3% in the
2012 ILSVR (ImageNet Large Scale Visual Recognition
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FIGURE 5. Structure and fault locations of the transformer. The pictures on the right side are examples of fault data corresponding to different labels.
Their fault locations are: (a) the right, (b) the upper right, (c) the bottom right, (d) the middle, (e) the left, (f) the upper left, and (g) the bottom left areas

of the transformer.

Competition), much higher than that of the second one
(26.2%). Since then, growing number of complex and better
performance convolutional neural networks emerged.

VGGNet [37] emphasizes the depth of the network.
It rigorously used a 3x3 filter (stride=1, pad=1) and a
2x2 maximum pooling layer (stride=2). Thus, a large effec-
tive receptive field was achieved by the combination of
2 small filters.

GoogLeNet [38] proposed the concept of ‘“‘Inception
Module”, breaking the tradition of connecting CNNs layer
by layer. Each module includes multiple parallel convolu-
tional layers with a size of 1x1, 3x3, 5x5 and a max
pooling layer for the extraction of different features simul-
taneously. Besides, the 1x 1 convolutional layer was used to
reduce the dimensions before the 33 and 5x5 convolutional
layers, increasing the depth of the network and reducing the
network parameters.

ResNet [39] proposed a residual network which uses the
difference between output and input (H (x)-x) for optimiza-
tion training. By introducing ““‘shortcut” module and identity
connections, ResNet reduced the problem of gradient disap-
pearance in deep neural networks.

Inspired by the “identity connections’, DenseNet [40] has
a dense connection structure, which means each layer obtains
the outputs of all the layers before it. This structure further
improved the problem of gradient disappearance. DenseNet
reduced the amount of computation by promoting feature
propagation process and facilitating feature reuse.

Light networks (e.g. SqueezeNet [41]) significantly
reduced the amounts of parameters (1/50 of AlexNet) while
maintaining a relatively high accuracy. It proposed a new
network architecture “Fire Module”. 1x1 convolution was
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TABLE 4. Basic parameters of the diagnosing networks used in this study.

Network Depth  Size (Mb)  Parameters (Millions)
GoogLeNet 22 27 7
VGGl6 16 515 138
VGGI19 19 535 144
SqueezeNet 18 4.6 1.24
AlexNet 8 227 61
DenseNet 201 77 20
ResNet18 18 44 11.7
ResNet50 50 96 25.6
ResNet101 101 167 44.6

used to compress the dimension of feature maps and reduce
the weight parameters.

Moreover, R-CNN (Rigion-CNN) models (e.g. R-CNN,
fast R-CNN, Faster R-CNN, and Mask R-CNN [42]) grad-
ually appeared to achieve both image detection and target
classification. The deep CNNs used for fault localization
in this study and their fundamental parameters are listed
in Table 4. Paper [43] gives a detailed comparison analysis
of these networks.

IIl. SIMULATION PROCESS

This section falls into two parts. First, fault simulation image
and image fusion algorithm were demonstrated, and fault
localization was performed using different pre-trained deep
CNNs. Second, fault areas of transformer monitoring images
were outlined by LBM-LSM image segmentation method.
A further classification and localization process using deep
CNNs were demonstrated. The data set used for fault localiza-
tion are listed in Table 3. After image augmentation process,
the number of pictures used for training the CNNs was 1628,
and another 407 pictures were for validation process.
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FIGURE 6. This is the simulation results of transformer while degradation
appears at the upper left area.

A. FAULT LOCALIZATION BASED ON TRANSFORMER
TEMPERATURE AND VELOCITY FIELD

1) IMAGE FUSION AND FEATURE EXTRACTION PROCESS
Implementing the program in Table 1 until meeting the con-
vergence condition in (25), one group of fault simulation
results are shown in Fig. 6. The left image above shows
the temperature field of transformer and the right demon-
strates the velocity field. The convergence criteria during fault
simulation could be defined by computing the temperature
increment during each simulation step, and the computation
would continue until it became smaller than a pre-defined
fixed value ¢, as shown in the following Equation (25):

§:|T@J)—](nt—lﬂ
ITCx, )l

<e=10"" (25)
X
where x denotes any coordinate within the transformer.

To facilitate the computation process and fault diagno-
sis abilities, the monitoring information and normal state
datasets were merged, so that the overall monitoring deviation
images could be obtained. The image fusion process for one
result sample is illustrated in Fig. 7.

FIGURE 7. An example of Image fusion method.

Denoting the monitoring image of transformer temperature
field by Figry, and the transformer temperature field image
during normal operating condition by Figry, respectively.
Their deviation value is expressed as Figrp =Figry-Figrn;
Likewise, the monitoring image of transformer velocity field
is symbolized by Figyys, and the transformer velocity field
image during normal operating condition is Figyy, therefore,
their deviation value is expressed as Figyp =Figyy-Figyn .
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The overall deviation image Figp can be defined via
Equation (26), which is essentially a matrix of the corre-
sponding pixel values:

. 1 Figrp Figyp
Figp = = -
max (Figrp)

, ) (26)
2 max (Figyp)

where the temperature and velocity deviation values are
divided by their maximum values: max (Figrp), and (Figyp)
respectively, which presents the normalization procedure.
In such a way, different monitoring data were proportionally
merged.

2) FAULT LOCALIZATION BY DEEP LEARNING

In this section, we applied different pre-trained deep CNNs to
train the overall deviation images and to achieve fault identi-
fication and localization automatically. These networks have
been trained on more than 1 million images via ImageNet
database. Therefore, a small number of training images can
be used to quickly transfer the learned functions to new tasks.
Besides, the first 10 layers of the networks were frozen during
the training process so as to further reduce the parameters
need to be fine-tuned.

Replace the last layers with learnable weights for AlexNet,
VGGNet, GoogLeNet, ResNet, DenseNet, and SqueezeNet
and use them as the training networks respectively for intel-
ligent fault localization diagnosis. In most networks, this
layer is a fully connected layer. Replace this fully connected
layer with a new fully connected layer with the number of
outputs equal to the number of categories in diagnosing data
set (8, in this study); For some networks (e.g. SqueezeNet),
the last learnable layer is a 1-by-1 convolutional layer. In this
case, replace the convolutional layer with a new convolutional
layer with the number of filters equal to the number of diag-
nosing categories.

FIGURE 8. Validation results of transformer fault locations based on
various CNNs.

20% of the deviation images were randomly select as the
testing data set. The validation process of fault diagnos-
ing methods based on different CNNs are shown in Fig. 8.
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FIGURE 9. 10 Randomly selected samples of Fault localization results. The title of each picture displays the localization category with the highest

probability.

TABLE 5. Parameter settings of the networks and computer configuration
information.

Hyper parameters of the CNNs Hardware/Software parameters

Name Parameters Name Parameters
Solver type SGD Memory 8Gb
Momentum 0.9 Processor Intel Core i5-7400
Initial learning rate 0.001 @ 3.00GHz
. . NVIDIA GeForce
Learning rate drop factor 0.2 Graphics GT 730
Batch size 60 Operating Windows 10 64 bits
Epochs 10 system

And in Table 5, hyper parameters were summarized in the
left side, and the hardware or software parameters are listed
in the right side.

To visually display the fault types and the corresponding
probabilities, original dataset (without image augmentation)
was used to verify the localization results. The localization
results using GooglLeNet are shown in Fig. 9. And the fault
diagnosing results of other networks were similar to this
network. 10 monitoring images were randomly selected from
the verification data set. For each overall deviation image,
the label with the highest probability among its fault loca-
tions and the corresponding probability value are displayed,
as shown in Fig. 9. This Figure suggests that the randomly
selected samples could be correctly classified as the accurate
locations.

Different neural networks were trained on the fault sample
data set and verified using the verification data set. Besides,
the verification results: the accuracies, the loss value, the
calculation time required for each iteration, and the number of
iterations when verification accuracy reaches the maximum
value for the first time, are listed in Table 6.

B. FAULT LOCALIZATION AFTER IMAGE SEGMENTATIONS
The internal structure of a transformer is very complex.
There are redundant changes of temperature and velocity
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TABLE 6. Validation results based on different CNNs.

Name Accuracy (%)  Loss s /i;?rrerllt?on) Iterations *
GoogLeNet 100 0.0002358  5.415 60
VGGl6 100 2.275¢-06  23.72 39
VGG19 100 5.335¢-06  29.33 96
SqueeZenet 96.25 0.338024 2.275 162
AlexNet 100 1.729¢-06 2.02 42
DenseNet 100 0.0029065  27.68 81
ResNet18 97.8 0.057208 3.18 135
ResNet50 100 0.0315973 8.97 117
ResNet101 100 0.0293898 16 84
Average values: 99.339 0.051 13.177 90.667

“Iterations indicate the number of iterations when verification accuracies
reach the maximum value for the first time.

field distributions, which is inconvenient for data storage and
transmitting process. Data reduction and compression pro-
cessing are necessary. In this section, image edge information
is extracted using LSM-LBM method before different CNNs
training processes.

The image segmentation method based on LBM-LSM was
employed to process the overall deviation images obtained by
(26), so that the contours of fault areas were outlined. Several
examples of this method are shown in Fig. 4. Deteriorate areas
outlined by edge segmentation method were set to 1, which
were illustrated by white lines, and the rest areas were set
to 0. Assuming that the size of monitoring area comprises
m x n pixels, whose value varies from 0 to 255, and a color
image consists of three-dimensional data. After segmenta-
tion process, each pixel was 0 or 1, and the dimension of
data was reduced from three dimensions to two. Besides,
the outline of abnormal areas only took up a small fraction
of the whole image. For example, the outline in Fig. 4 (d1)
contained 779 pixels, and the size of this image was 224 x224.
Thus, the number of pixels for original image reduced from
mxnx3 =224 x 224 x 3 = 150528 to 779. During the
data storage or transmitting process, each pixel of the original
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TABLE 7. Validation results after the image segmentation.

Name Accuracy (%)  Loss Time  Iterations *
(s/iteration)
GoogLeNet 99.8 0.0002514  3.58 69
VGG16 99.5 0.000156 18.99 52
VGG19 99.5 0.0006877  28.72 54
SqueezeNet 96.1 0.0140718 1.68 225
AlexNet 99.5 0.0085508 1.57 66
DenseNet 99.8 0.0014125  25.35 62
ResNetl8 98.6 0.0075096  3.55 144
ResNet50 99 0.0139129 941 112
ResNet101 98.9 0.0803395  17.01 135

98.967 0.014 12.207 102.111

“Iterations indicate the number of iterations when verification accuracies
reach the maximum value for the first time.

Average values:

image required 8-bit (1B) binary data. After outlining fault
areas, only the data whose value is 1 should occupy a data
space. Also, according to the image size, 8-bit (1B) coordi-
nates were necessary for xand y axis, respectively. Therefore,
the total amount of binary data required for original image
was 150528 x 1B = 147kB, and 779x2B=1.52kB after
outlining respectively, which was approximately only 1% of
the original amount.

FIGURE 10. Validation results after image segmentations based on
various CNNs.

The overall deviation images after segmentation were
served as input for different deep CNNs, and the validation
process of fault localizations are shown in Fig. 10. After
extracting the outlines of fault areas by image segmenta-
tion algorithm, data volume can be significantly reduced.
Likewise, the verification results are shown in Table 7.

IV. FAULT LOCALIZATION BY

MONITORING INFORMATION

A. BEFORE IMAGE SEGMENTATIONS

Considerable monitoring devices and plenty of data are
needed if it is necessary to monitor images of the entire
transformer. However, in practical applications, monitoring
images are usually obtained through only a few sensors,
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FIGURE 11. Sensors placed on several parts near the transformer
windings obtain the monitoring information. And the right side shows
segmentation results.

FIGURE 12. Validation results of the 9 sensors’ information based on
various CNNs.

which are located in partial areas of the whole transformer.
In this section, 9 small blocks near the windings were con-
sidered information of different detecting sensors. Positions
of the monitoring areas are shown in the left picture of Fig. 11.
Subsequently, these areas were put together as shown in the
right side of the figure. To facilitate calculation and compara-
tive analysis, data set in this section were obtained through the
data set listed in Table 3. They were trained under different
convolutional neural networks in Table 8 to locate fault areas
similar to section III. There were 1628 images for training,
and 407 for validation.

Different CNNs were employed to classify fault locations
with the information obtained by monitoring sensors. The
validation process are shown in Fig. 12. Besides the validation
results: the accuracies, the loss value, the calculation time
per iteration, and the number of iterations when verification
accuracy reaches the maximum value for the first time, are
listed in Table 8.

Furthermore, 10 monitoring images were randomly
selected from verification data set when using GoogLeNet
as the localization network, as shown in Fig. 13. Their most
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FIGURE 13. 10 Randomly selected samples of fault localization results based on several monitoring sensors (9 sensors). The title of each picture displays

the localization category with the highest probability.

TABLE 8. Validation results based on monitoring sensor information
before the image segmentation.

Name Accuracy (%)  Loss (s /i;l;r;lt?on) Iterations *
GoogLeNet 99.3 0.0070199 3.48 120
VGGl6 99 0.1612007  18.81 129
VGGI19 97.6 0.0931014 225 96
SqueezeNet 96.6 0.2803907 1.57 180
AlexNet 97.9 0.0008381 1.49 120
DenseNet 99.1 0.0130996  18.18 48
ResNet18 97.9 0.0429953  3.293 85
ResNet50 98.4 0.0091334  9.093 105
ResNet101 98.6 0.0163253  16.32 96
Average values: 98.267 0.069 10.526 108.778

“Iterations indicate the number of iterations when verification accuracies
reach the maximum value for the first time.

likely positions are illustrated respectively. Because the real
labels of monitoring images could not be observed directly in
this situation, they are represented in parentheses.

B. AFTER IMAGE SEGMENTATIONS

Similar to section III-B, edges of monitoring areas acquired
by several sensors were extracted by LBM-LSM image seg-
mentation method. And the same training procedures were
applied for fault localization. Validation process through dif-
ferent CNNGs in this situation is shown in Fig. 14. And the fault
localization results are listed in Table 9. To visually display
the fault localization results, 10 randomly selected validation
samples are shown in Fig. 15 likewise.

Comparing the results of Table 6 and Table 7, or Table 8 and
Table 9, fault localization accuracies in the latter situation
were almost lower than those of the former. However, the iter-
ation time of the latter was shorter than that of the former, and
the amount of data was significantly reduced, which would
promote data storage and transmitting process.

In addition, the conventional Support Vector Machine
(SVM) method was employed here to conduct the fault
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FIGURE 14. Various CNNs’ validation results of the 9 sensors’ information
after image segmentations.

TABLE 9. Validation results based on monitoring information after

the image segmentation.

Name Accuracy (%)  Loss (s /i;l;l;:tlteion) Iterations *
GoogLeNet 97.2 0.0215996 2.85 108
VGG16 93.5 0.0084823  23.72 150
VGG19 95.1 0.0012583  19.02 168
SqueezeNet 95 0.1702075 1.31 286
AlexNet 97.5 0.0485637 1.28 96
DenseNet201 96.9 0.0148976  14.73 114
ResNet18 95.2 0.0339539 2.69 246
ResNet50 96.1 0.0212163  7.972 132
ResNet101 96.9 0.0652922  12.81 153

Average values: 95.933 0.043 9.598 161.444

“Iterations indicate the number of iterations when verification accuracies
reach the maximum value for the first time.

diagnosing situations. Its average fault localization accuracy
was 81.86%, much lower than that of the CNNs. It can be
seen that the fault localization results through SVM model is
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FIGURE 15. 10 Randomly selected samples of fault localization results based on several monitoring sensors (9 sensors). And the fault areas were
outlined by LBM-LSM image segmentation method. The title of each picture displays the localization category with the highest probability.

relatively poor in these situations, because it is difficult for
shallow networks to extract deep features.

V. ANALYSIS

A. COMPREHENSIVE EVALUATION INDICATORS/INDICES
To analyze which convolutional neural network is the most
suitable one for the fault diagnosis situations in this study,
validation results in Table 6 to Table 9 were divided by the
values of the first line respectively, which is the normaliza-
tion process. Subsequently, the loss value, the iteration time,
and the iterations of the same network were summed, and
the results are listed in Table 10. These indicators were all
expected to be as small as possible. Therefore, the evaluation
indicators of each network were added together to obtain their
comprehensive evaluation indicators respectively, shown in
the last column of Table 10. This Table suggests that the
evaluation indicator of GoogleNet proved it the best net-
work (the smallest). Besides, the indicators of AlexNet and
DenseNet also showed good performance.

TABLE 10. Evaluation indicators of the fault localization results based on
different CNNs.

Name Sum of the normalized indicators Eva}uation

table VI table VI table VI table IX indicators
GoogLeNet 3.000  3.000 3.000 3.000 12.000
VGG16 5040 6.679 29.444  9.608 50.771
VGG19  7.039 11.541 20.528 7.375 46.483
SqueezeNet 1435'37 59.712 41.893 10.042 1548.021
AlexNet  1.080 35412 1.548 3.269 41.309
DenseNet 18.786 13.599  7.490 6.537 46.411
ResNet18 245.405 32954  7.779 3.980 290.118
ResNet50 137.582 59.601  4.789 4.565 206.537
ResNetl101 128.970 326.319 7.815 8.428 471.533

In addition, indicators of fault localization results (includ-
ing the loss value, the iteration time and the number of
iterations) only reflect part of the diagnosing effects. The
overall accuracies and the stabilities of the diagnosis process
should also be considered. The average verification accuracy
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of the last 50% iterations (the last 160 iterations) is denoted
as P, and the standard deviation of the last 50% iterations
is denoted as Sz%/- Furthermore, the number of iterations used
to calculate was ifer, while the ifer in this study was 160. the
evaluation index was defined as the average value minus the
standard deviation, as shown in Equation (27).

iter

1 2
Piter — S]%/ = Piter — T Z (Piter,- - Piler) (27)

iter “

i=

This index is expected to be as large as possible. The average
verification accuracies and standard deviations for different
deep CNNs in Fig. 8, Fig. 10, Fig. 12 and Fig. 14 are listed
in table 11. According to the last column in table 11, the
comprehensive verification effect of DenseNet is the best and
the most stable one, then followed by GoogLeNet.
According to normalized evaluation indicators presented
in Table 10, the top three networks (and their indices) were
GooglLeNet (12), AlexNet (41.306) and DenseNet (46.411).
And likewise, according to evaluation indices in Table 10,
the top three networks (and their indices) were DenseNet
(394.1), GoogLeNet (393.4), ResNet50 (387.9). In addition,
considering the basic network parameters in Table 4, param-
eters of GoogLeNet are less than the others’ and its size of
network is smaller. Therefore, GoogLeNet is more suitable
for the fault localization situations in this study. To judge the
pros and cons of the model more rigorously, we conducted
the Friedman test and then the Nemenyi post hoc test. The
experimental results are to be given in the next section.

B. MODEL SELECTION
We evaluated nine networks using the results of the 5 -fold
cross-validation, Friedman test, and Nemenyi post hoc test.
A flow chart of the evaluation process is shown in Fig. 16.
The Friedman test is one of the statistical hypothe-
sis tests used to compare multiple systems and solve
multi-classification problems [45]. Thus, it is applicable to
the case of this study.
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TABLE 11. Overall evaluation indices of the fault localization processes based on various CNNs.

Name Average (%) Standard deviation Evaluation
table VI table VI table VI table IX  table VI table VI table VIl table IX indices
GoogLeNet 99.9998  99.7601 98.9402 96.3314  0.0014 0.3939  0.1718 1.0767  393.3878
VGG16 98.6557  99.1157 98.6491 89.4046 3.4069 1.7452  0.0067  7.6021 373.0641
VGG19 99.7877  99.2872  96.6474  93.1787  1.1321  2.1007  3.9916  5.6262  376.0505
SqueezeNet 98.4906 959151 96.5926 92.2659 2.2302 5.8379 2.2102 39775  369.0083
AlexNet 99.9998  98.8111 97.8704 95.0294 0.0014 2.6063  4.0915 2.6336  382.3778
DenseNet 99.9764  99.7000  99.0500 96.4434  0.1701  0.0000  0.0000 0.8757  394.1241
ResNet18 96.1121  98.4907 97.3133 94.5006 2.3084  1.5811  1.5355 28710  378.1208
ResNet50 99.0852  98.9041 98.1264 959088 1.3911 1.3816 0.1719 1.2078  387.8720
ResNet101 98.6850  97.8938 98.3625 96.7255  2.1636  2.0381  0.3608  1.0196  386.0846
Average values:  98.9769  98.6531  97.9502 944209  1.4228  1.9650  1.3933  2.9878  382.2322

TABLE 12. The five-fold cross-validation results.

Validation results (the rank values were listed in the parentheses)

Data ) Average
Set Networks Loss .Tlm? Iterations *  Average b Star_ldgrd ranks (AR)
(s/iteration) deviation
GoogLeNet 0.021600 (5) 2.85(4) 108(2) 96.3314 (3) 1.0767 (3) 3.4
VGGl6 0.008482 (2) 23.72.(9) 150 (5) 89.4046 (9) 7.6021 (9) 6.8
VGG19 0.001258 (1) 19.02 (8) 168 (7) 93.1787 (7) 5.6262 (8) 6.2
SqueezeNet 0.170208 (9) 1.31(2) 286(9) 92.2659 (8) 3.9775(7) 7
D1 AlexNet  0.048564 (7) 1.28 (1) 96(1) 95.0294 (5) 2.6336 (5) 3.8
DenseNet  0.014898 (3) 14.73(7) 114 (3) 96.4434 (2) 0.8757 (1) 32
ResNet18  0.033954 (6) 2.69 (3) 246 (8) 94.5006 (6) 2.8710 (6) 5.8
ResNet50  0.021216 (4) 7972 (5) 132 (4) 95.9088 (4) 1.2078 (4) 4.2
ResNetl01  0.065292 (8) 12.81 (6) 153 (6) 96.7255 (1) 1.0196 (2) 4.6
GoogLeNet 0.000685 (1) 2.73(4) 96 (2) 99.0319 (3) 1.9262 (3) 2.6
VGG16 0.004062 (2) 11.94 (6) 108 (4) 99.1932 (2) 3.5836 (6) 4
VGG19 0.049244 (7) 14.00 (8) 62 (1) 98.0637 (6) 4.1976 (7) 5.8
SqueezeNet 0.044134 (6) 1.34(2) 216 (8) 94.4736 (8) 6.3243 (9) 6.6
D2 AlexNet  0.014140 (3) 1.30 (1) 105 (3) 99.1932 (1) 1.6846 (2) 2
DenseNet  0.132542 (9) 15.99 (9) 190 (7) 96.9342 (7) 1.6642 (1) 6.6
ResNet18  0.080057 (8) 2.24(3) 252(9) 93.4248 (9) 4.7212 (8) 7.4
ResNet50  0.041779 (5) 729 (5) 121(5) 98.3461 (5) 2.2855 (5) 5
ResNet101  0.022752 (4) 12.25 (7) 122 (6) 98.7092 (4) 2.2080 (4) 5
GoogLeNet 0.037661 (4) 2.11(4) 99(2) 98.3413 (3) 2.2537 (5) 3.6
VGGI16 0.010183 (2) 12.57(9) 119 (4) 97.5078 (4) 4.0449 (7) 5.2
VGG19 0.002557 (1) 12.01 (8) 98(1) 93.8788 (7) 4.1883 (8) 5
SqueezeNet 0.059435 (7) 1.08 (2) 217 (8) 91.5426 (8) 4.5040 (9) 6.8
D3 AlexNet  0.019974 (3) 1.05(1) 171 (7) 97.3951 (5) 1.8829 (3) 3.8
DenseNet  0.052580 (6) 11.98 (7) 103 (3) 94.9006 (6) 1.3305 (1) 4.6
ResNet18  0.064405 (9) 1.85(3) 260 (9) 90.2921 (9) 3.8368 (6) 7.2
ResNet50  0.063651 (8) 5.68(5) 144(5) 99.4203 (2) 1.7942 (2) 4.4
ResNet101  0.040848 (5) 9.64 (6) 144 (6) 99.4611 (1) 2.0028 (4) 44
GoogLeNet 0.019598 (3) 1.07 (1) 106 (3) 96.7879 (3) 1.9223 (3) 2.6
VGG16 0.064305 (9) 1.97(3) 257(9) 96.6814 (4) 3.8666 (6) 6.2
VGG19 0.061750 (8) 5.60(5) 142(5) 94.6048 (8) 1.7169 (2) 5.6
SqueezeNet 0.043255 (5) 9.62 (6) 156 (6) 95.8349 (7) 2.0023 (4) 5.6
D4 AlexNet  0.002696 (1) 1.10(2) 97(1) 96.4886 (5) 4.1707 (8) 34
DenseNet  0.036270 (4) 2.19(4) 178 (7) 96.9012 (2) 2.2048 (5) 44
ResNet18  0.051202 (6) 12.35(8) 104 (2) 97.5871 (1) 1.2723 (1) 3.6
ResNet50  0.011053 (2) 12.02(7) 113 (4) 96.0193 (6) 3.9817 (7) 52
ResNet101  0.059952 (7) 12.68 (9) 208 (8) 90.992 (9) 4.6486 (9) 8.4
GoogLeNet 0.004320 (2) 2.73(4) 95(2) 99.7176 (1) 1.1565 (1) 2
VGG16 0.014955 (4) 11.94 (6) 88(1) 98.1848 (6) 3.5065 (9) 52
VGG19 0.035305 (6) 14.00 (8) 98 (3) 98.4671 (4) 2.9981 (7) 5.6
SqueezeNet 0.003060 (1) 1.34(2) 145(6) 98.3864 (5) 2.5172 (5) 3.8
D5 AlexNet  0.004476 (3) 1.30 (1) 142 (5) 99.0319 (3) 1.3774 (3) 3
DenseNet  0.017079 (5) 1599 (9) 98(4) 99.3142 (2) 1.2654 (2) 44
ResNet18  0.061625 (8) 224 (3) 226(9) 96.2888 (9) 3.1957 (8) 7.4
ResNet50  0.095801 (9) 7.29(5) 147(7) 96.7326 (8) 1.4421 (4) 6.6
ResNet101  0.037297 (7) 12.25(7) 150 (8) 98.0234 (7) 2.8626 (6) 7

“Iterations indicate the number of iterations when verification accuracies reach the maximum value for the first time.
The rank values of the ‘average’ are ranked from large to small.

1) FIVE-FOLD CROSS-VALIDATION
Because neural networks are highly sensitive to the ini-
tial weight parameters, diagnosis results might be incon-
sistent. Validation accuracies would fluctuate around the
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normal states. The verification accuracies of the nine algo-
rithms selected in this study all achieved above 90%, and
the fluctuation intervals were partially coincident. Therefore,
the error of one test set is not sufficient to approximate the
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FIGURE 16. A flow chart of the evaluation process.

generalization error. This study divided the data set D into five
disjoint subsets, namely: D = D{UDyU...UDs, D;ND; =
@i # j). During each validation process, four subsets were
used as training data and the other were used as validation
data. The application scenario in Section IV-B was taken as
an example to evaluate the networks. The testing results are
listed in Table 7, where D; denotes the testing results of
Section IV-B. The testing results were sorted according to
the effects from good to bad, and the corresponding ranks are
listed in parentheses.

2) FRIEDMAN STATISTICAL HYPOTHESIS TEST AND
NEMENYI SUBSEQUENT TESTING
First of all, the assumption was listed as follows:

HO: In this study, the 9 algorithms are not significant
different;

H1: In this study, the 9 algorithms are significantly
different;

The Friedman test result obtained using SPSS reached a
conclusion that the 9 diagnosis methods in this study have
significant differences, because the significance level was
lower than 0.05, and the test result was judged to accept
hypothesis HI.

Next, The Nemenyi test is applied to quantify the signifi-
cant differences between each two models. First, we calculate
the average rank(AR) of each network: GooglLeNet 2.92,
VGG16 5.48, VGGI9 5.64, SqueezeNet 5.96, AlexNet 3.12,
DenseNet 4.64, ResNet18 6.28, ResNet50 5.08, ResNet101
5.88. Then Nemenyi post hoc test was applied and Criti-
cal Difference (CD) value was calculated via Equation (28)
(for « = 0.05, the Critical Value ¢gos for 9 classifiers
is 3.102) [44].

KE+1)
CDZC[a T (28)

where K denotes the total number of networks, and NN is the
total number of datasets used in the study.
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FIGURE 17. Average Rank for the results of various CNNs.

There were 9 models to be compared and 5 data sets for
Statistical hypothesis test. The evaluation indicators of the
diagnosing effect include not only the accuracy rate, but
also five evaluation attributes for each data set. The critical
range domain CD=1.70 was calculated by equation (28).
Fig. 17 shows the performance ranks of the networks, along
with Nemenyi’s critical difference (CD) tail. The length of
each tail was equal to the critical range. The x-axis shows the
average order value of all data sets and their attributes, and
the y-axis represents the name of the networks to be detected.
Two vertical dashed lines were inserted to clearly identify the
end of the best performing classifier’s tail and the start of the
next significantly different classifier.

As shown in Fig. 17, the performance of the GoogleNet
is the best as its AR value is 2.92. Also, AlexNet has good
performance, which didn’t show significant differences with
GooglLeNet. DenseNet has a slow training speed, but its accu-
racy and stability during the diagnosing process are excellent.
The evaluation indicators focused in this study was not bene-
ficial to this network. In addition, according to Fig. 17, other
classification techniques were worse (VGGnet, SqueezeNet,
and ResNet) in the case of this study.

VI. CONCLUSION

This study proposed a fault localization method for
transformer thermal faults by deep CNNs and image process-
ing. Considering the shortage of fault data samples, trans-
fer learning was adopted, and transformer LBM simulation
results were served as a low-layer dataset. Image segmenta-
tion method was applied to extract fault features and reduced
the data volume significantly.

First, distributions of the transformer temperature and
velocity field were obtained through LBM simulation, and
the corresponding image fusions were performed. Second,
the fault areas of these images were outlined using level set
method, which highlighted fault features and reduced the size
of data. Fault locations were equivalent to different labels,
and different CNNs were trained to classify fault locations.
Finally, monitoring information of several sensors placed
around the transformer windings were trained using different
CNNs. Furthermore, the fault localization results before and
after the image segmentation were analyzed.
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The proposed intelligent fault localization method could
locate internal faults of transformers effectively. The aver-
age localization accuracies of different CNNs (the last
50% iterations) before and after the image segmentation
slightly decreased from 98.9769% to 98.6531%, as shown
in the last row of Table XI. In the meantime, according to
Table VI and VII, the average calculation time per iteration
of all the CNNs dropped by 7.3615%, from 13.177 sec to
12.207 sec. The loss value reduced by 72.549%, from 0.051 to
0.014. Besides, the data capacities reduced to approximately
1% of the counterparts in original data set. Likewise, the aver-
age fault localization accuracies of all the CNNs (the last
50% iterations) before and after image segmentation process
reached 97.9502% and 94.4209%, respectively, when using
the data set of partial areas. The fault diagnosing accuracies
of in all cases was much higher than the SVM’s (81.86%).
Furthermore, the average calculation time per iteration based
on different CNNs was presented in Table 8 and Table 9, and
it dropped by 8.816%, from 10.526 to 9.598 sec per itera-
tion. In addition, the loss value reduced by 37.6812%, from
0.069 to 0.043. Finally, the evaluation method was proposed,
and Friedman statistical hypothesis test was performed to
verify the applicabilities of different network models in this
case.
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