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ABSTRACT The dwindling number of conventional power resources and its environmental impact has
motivated a transition to renewable energy sources, such as solar power. Evaluating the reliability of solar
power integration into power networks can help decision makers gauge the feasibility of their solar power
projects. However, the stochastic and non-stationary nature of solar radiation is difficult to be modeled and
can even hinder an accurate evaluation of reliability. A good solarmodel for accurately assessing solar-power-
integrated systems should be able to retain the original statistical properties of the sampled solar radiation
data. Therefore, this paper aims to develop a new robust and easy-to-use methodology for simulating
solar radiation. The proposed model was compared with four other models, including the clearness index,
auto-regressivemoving average, and two probability-distribution-basedmodels. Five statistical tests, namely,
F-test, diurnal distributions, partial auto-correlation function (PACF), mean, and standard deviation, were
performed for the comparison. The comparison results indicate that the proposed method effectively retains
the statistical properties of the original data and outperforms all other models in the tests. Therefore,
the proposed model can be used for assessing solar-power-integrated power systems.

INDEX TERMS Solar radiation model, Monte Carlo, power system reliability analysis, renewable energy.

I. INTRODUCTION
In the past few decades, the demand for renewable energy
sources has grown steadily partly due to the dwindling fos-
sil fuel supply and the growing energy demand; however,
the most important driver of this growth lies in the people’s
increasing awareness of environmental conservation initia-
tives [1], [2]. Amongst all possible renewable energy sources,
solar power [3] is considered the most advanced and most
suitable resource for large-scale electricity generation despite
its intermittent nature, which, at the moment, is addressed by
using energy storages [4].

Given that solar power generation greatly depends on the
availability of sunlight, meteorological studies and modelling
of solar radiation are crucial in determining the feasibility of
any solar farm project. In other words, before undertaking any
solar farm construction projects, the local solar radiation data
must be studied to justify the long-term reliability benefits
of solar power generation. Unfortunately, the decision to
initiate such projects should not be based solely on historical
solar radiation data without any statistical processing for two
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reasons [5]. Firstly, solar radiation records are lacking in cer-
tain locations, thereby necessitating the use of synthetically
generated values to allow subsequent analyses. Secondly,
analysing only the original historical data inherently assumes
that the future solar radiation profile is exactly the same as
the previous profile, which is unrealistic. A simple solution
that uses the average value is also not suitable because the
full range of solar radiations is not represented in this value,
thereby underestimating and overestimating solar power gen-
eration. This error is further aggravated by the inherent uncer-
tainty of solar radiation values as they propagate through time
and space. The computation of average solar radiation values
can also be easily skewed by the variation in data size [6].

Therefore, a highly sophisticated solar radiation model that
retains all important statistical properties whilst allowing a
certain degree of uncertainty to represent its natural stochastic
behaviour must be developed [5]. As shown in previous stud-
ies, these properties include variance, mean, auto-correlation
and diurnal distributions [2], [7]. Synthetic data demonstrate
the similar behaviours as the original historical data but with
an unlimited size, thereby solving the problems related to
limited data. Accordingly, synthetic data are very useful in
the reliability evaluation of solar power generation, which
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necessitates the application of multiple Monte Carlo sim-
ulations. In addition, solar radiation is only available dur-
ing daytime and is always limited to a certain maximum
value depending on the location [6]. Solar radiation is also
not stationary due to the propagation of irradiation through
time [8], [9]. Thus, on top of the previously mentioned
properties, a suitable solar radiation model must be time
based, non-stationary and able to adhere to local geographical
properties.

Meanwhile, time-based models [10]–[13] work well only
with stationary data. Therefore, non-stationary data, such as
solar radiation, need to be converted into stationary forms
through the ‘‘stationarising’’ process prior to building a
time-series model. Four approached are commonly used for
solar radiation modelling; the clearness index [13], Auto-
Regressive Moving Average (ARMA) model [14] and two
probability distribution approaches [15], [16].

Introduced by Graham, the clearness index is based on the
ratio of overall global and extra-terrestrial irradiance on a
horizontal plane [13]. When this index is used to measure
the fluctuations in solar radiation as a result of the changes
in extra-terrestrial solar radiations, the global solar radiation
is transformed into stationary data prior to any time-series
model fitting [10]. The random terms of the clearness index
were sampled from the Gaussian distribution [17], [18].
This index was further popularised after its adoption in var-
ious software, including Homer [19], WATGEN [20] and
DSSAT [21], all of which are useful for analysing power
systems that are integrated with solar and wind power. How-
ever, as its major drawback, the clearness index enforces
a Gaussian distribution for all solar radiation data without
considering the suitability of this distribution [6]. Moreover,
the built-in parameters, including solar constant and sunset
hour angle, are merely approximations at best, thereby adding
unwanted uncertainties to the solar radiation modelling.

The ARMA model comprises two components, namely,
Auto-Regressive (AR) and Moving Average (MA), which
represent the regression of future and past values and the
observation error, respectively [22]. Given that this model
only accepts stationary data, stationarising the non-stationary
data is required in ARMA model fitting. The ARMA model
performs the stationarising process by removing the data
trends via a series of detrending and filtering processes [14].
However, this process must be performed with care to avoid
enhancing the trends [23]. Therefore, choosing a suitable
detrending process is not straightforward and can be compu-
tationally expensive for big data. Detrending also inevitably
over-reduces the fluctuations in data, thereby leading to infor-
mation loss [24].

The probability-distribution-based approach, such as the
Hourly Mean Solar Radiation (HMSR) method [16], is by far
the simplest and easiest-to-use method for modelling solar
radiation. This method uses the hourly mean and standard
deviation, monthly maximum and minimum irradiance and
monthly mean bright sunshine hours to model the histor-
ical solar radiation. A more advanced technique based on

Pearson distribution, in which the skewness and kurtosis of
the probability distribution are considered, has also been pro-
posed [15]. Despite offering a simpler alternative compared
with the two aforementioned methods, this technique does
not take into account the autocorrelation characteristics of
hourly solar radiation values, which are useful for indicating
the degree of regression between the future and past values.

Despite the introduction of these approaches, the pre-
viously built solar radiation models are generally lack-
ing in accuracy due to the abovementioned assumptions.
Meanwhile, although improving the time resolution of the
solar radiation data will increase the precision of solar
power generation estimation, doing so will also intensify the
fluctuations and non-stationary nature of these data, thereby
increasing the difficulty of fitting the original data into the
previously mentioned models. This paper aims to address
this problem by proposing a new and easy-to-use solar radi-
ation modelling approach that does not have any of the
drawbacks mentioned above. The proposed model also fits
nicely with the Monte Carlo simulation and, as a result, is
suitable for analysing the reliability of solar-power-integrated
power systems. To verify its robustness, the proposed model
is compared with the three aforementioned approaches, all of
which have been introduced only recently yet have already
attracted wide usage amongst researchers [13]–[16]. Five
statistical tests, namely, F-Test, diurnal distribution, Partial
Auto-Correlation Function (PACF), mean and standard devi-
ation, are performed for the verification. The results show that
the proposed method can generate solar radiation data that
resemble the historical data much better compared with the
other aforementioned methods.

The rest of this paper is organised as follows. Section II
describes the research data and methodology. Section III
investigates the results of the proposed model and verifies the
adequacy of the model. Section IV concludes the paper.

II. METHODOLOGY
The algorithm of the proposed model is presented in this
section. It was developed in Matlab and simulated using core
i5 CPU @ 3 GHz with 4 GB RAM. Table 1 lists the related
symbols.

A. SITE LOCATION AND DATA COLLECTION
The global horizontal irradiance data are sourced from the
archives of State University of New York (SUNY) project
developed by SUNY and the Solar Consulting Services [25].
This project recorded hourly solar irradiation data near Ache,
Indonesia from 2000 to 2014 by using Meteosat 5 and 7
satellites. These data are stored in the matrix Y and have a
size of 1× 131400. In Y , the data for the same month of the
entire 15 years are further grouped into setMα such that

Y = [M1,M2, . . . ,Mα|α = 12] and (1a)

Mα =
[
D1,D2, . . . ,Dy

∣∣ y = 15
]

(1b)

where α is the month andMα is a larger matrix that contains
all smaller Dx matrices. The row and column of Dx represent
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TABLE 1. Notation system in the proposed algorithm.

the hour and day of the data, respectively, and x donates the
year number, where 1 ≤x ≤ y. y is the total number of years
in the available data. For example, given that all months of
January from 2000 to 2014,MJan, have a total of 465 days, its
size can be determined as (24× 465). Conveniently, the ele-
ments ofMα are denoted bymh,d , where h and d represent the
corresponding hour and day, respectively. A specific column
inMα can be found as (2)

d = d
′

+ d
′′
(
y
′

− 1
)∣∣∣ 1 ≤ y′ ≤ y (2)

where d
′

∈

(
1, 2, . . . , d

′′
)
is the day of the month for a

particular yth year and d
′′

is the total number of days in a
month. When expanded from (1b), the matrix Mα takes the
following form:

Mα =


m1,1 m1,2 . . . m1,d ′′×y
m2,1 m2,2 . . . m2,d ′′×y
...

...
. . .

...

m24,1 m24,2 · · · m24,d ′′×y

 (3)

A simplified example of Mα is given in (4) on which all
examples presented in this section will be based.

M1 =


0 0 0 0 0 0
0 0 0 0 0 0
20 11 23 9 10 19
54 52 69 53 71 70

 (4)

where the zero values represent the hours when no solar
radiation is recorded.

B. PROPOSED SOLAR MODELLING ALGORITHM
The procedures of the proposed solar modelling algorithm are
explained in detail as follows.
Step 1: The PACF of the sampled solar irradiation data is

determined for all Mα to identify the number of statistically
significant lags nα . The lags of the example matrix in (4) is
assumed to be n1 = 1.
Step 2: The k-means clustering algorithm [26] is applied

on each row of (Mα| 1 ≤ α ≤ 12). Recall from (3) that an
arbitrary row of Mα is

[
mh,1,mh,2, . . . ,mh,d ′′×y

]
. Then, k-

means clustering is achieved by minimising the following
objective function:

Q
(
k
′

j

∣∣∣k
j=1

)
=

k∑
j=1

∑
m∈k

′

j

∥∥m− cj∥∥ 2 (5)

such that all radiation data that belong to the same hour (i.e.
row) are grouped into k clusters, each cluster is denoted by(
k
′

j

∣∣∣ 1 ≤ j ≤ k) and the centre of each cluster is denoted by
cj. A special case is observedwhen the entire row has an equal
value. In this situation, all values are grouped into a single
cluster. This situation is encountered most often at hours with
zero solar irradiation.

After the clustering, the new matrixM
′

α presented in (6) is
derived from Mα . In this matrix, the solar irradiation values
are replaced with cluster numbers. The mean and variance of
each cluster in each row are also determined and kept for later
use in Step 5.

M
′

α =


m
′

1,1 m
′

1,2 . . . m
′

1,d ′′×y

m
′

2,1 m
′

2,2 . . . m
′

2,d ′′×y
...

...
. . .

...

m
′

24,1 m
′

24,2 · · · m
′

24,d ′′×y

 (6)

If all elements in both non-zero rows of the example presented
in (4) can be classified into two clusters, then the resulting
M

′
is

M
′

1 =


1 1 1 1 1 1
1 1 1 1 1 1
2 1 2 1 1 2
1 1 2 1 2 2

 (7)

Step 3: At each row (denoted h) of matrix M
′

α , all unique
possible combinations of n previous values up until the values
in the current row are determined and stored in the matrix
U l
h as

U l
h =

[
m

′
h−n m

′
h−n+1 · · · m

′
h

]T
(8)

where l denotes the unique combination number, which high-
est value can be computed as

l = kn+1 (9)
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The purpose of this step is to ensure that the number of times
when U l

h is encountered can be calculated. Afterwards, its
probability of occurrence, Plh, is determined by dividing the
number of encounters by the number of columns in M

′

α .
Given the influence of lagging terms, one must note that
h ≥ n+ 1.
Following the example in (7) and given that n1 = 1,

the range 2 ≤ h ≤ 4 applies. Therefore, at h = 2,

U1
2 =

[
1
1

]
and (10a)

P12 =
6
6
= 1 (10b)

at h = 3,

U1
3 =

[
1
1

]
, U2

3 =

[
1
2

]
and (11a)

P13 =
3
6
=

1
2
, P23 =

3
6
=

1
2

(11b)

at h = 4,

U1
4 =

[
1
1

]
,U2

4 =

[
1
2

]
,U3

4 =

[
2
1

]
,U4

4 =

[
2
2

]
and

(12a)

P14 =
2
6
,P24 =

1
6
,P34 =

1
6
,P44 =

2
6
. (12b)

Step 4: All the obtained U l
h and P

l
h from the previous step

are used to guide the random generation of the new synthetic
cluster number matrix Gα24×D:

Gα24×D =


g1,1 g1,2 . . . g1,D
g2,1 g2,2 . . . g2,D
...

...
. . .

...

g24,1 g24,2 . . . g24,D

 (13)

where D is the number of generated solar radiation days. The
initialisation process of Gα requires all values from h − n to
h − 1 to be assigned the value of 1. On the one hand, the
few initial solar radiation values are always equal to 0 due
to night time and can only be grouped into a single cluster.
Secondly, these values are needed in constricting Gα given
that h ≥ n+ 1. Under these settings, the rows that require ini-
tialisation are guided by the sampled historical solar radiation
data without needing inputs from the user.

Following the example in (7), given that h ≥ 2, only the
first row of G1 needs to be initialised as follows:

G1
=
[
1 1 1 1 1 1 1 1 1 1 1

]
(14a)

Afterwards, the second row is filled based on (10a)
and (10b), thereby indicating that this row has 100% prob-
ability of obtaining a value of 1:

G1
=

[
1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1

]
(14b)

The third row is sampled based on (11a) and (11b), thereby
suggesting that there are equally 50% that the previous row

value of all ones will be followed by either 1 or 2:

G1
=

 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 2 1 1 2 1 2 1 2 2 2 1

 (14c)

The final row is sampled based on (12a) and (12b), thereby
suggesting that the value 1 has about 33% and 17% probabil-
ity to be followed by 1 and 2, respectively. These percentage
probabilities are reversed if the third row takes the value
of 2 instead of 1. Therefore, the remaining matrix G1 can be
built as

G1
=


1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 2 1 1 2 1 2 1 2 2 2 1
1 2 2 1 2 1 1 2 2 1 2 1

 (14d)

Step 5: When the matrix Gα is completed, the cluster
numbers are randomly converted into solar radiation values
based on the normal distributions of the respective clusters in
each row. The mean and variance of these distributions were
obtained earlier in Step 2. By using these values, the new
synthetic solar radiation matrixM

′′

α can be obtained.
The example developed so far in (14d) becomes

M ′′1 =


0 0 0 0 · · · 0
0 0 0 0 · · · 0

10.2 18.5 10.0 10.7 . . . 9.1
53.0 68.8 70.7 52.6 · · · 53.5

 (15)

where the values in the first two rows are equal to zero given
that the mean and variance of their historical values are also
equal to zero.
The proposed algorithm is illustrated in Fig 1.

C. MODEL VALIDATION
To verify its ability to generate solar radiation data
that statistically resemble the original data, the proposed
model was compared with the four models discussed in
Section I, namely, the clearness index [13], ARMA mod-
elling [14], the HMSR model [16] and the Pearson distri-
bution model [15]. Several statistical tests, including F-test,
diurnal distribution, PACF [2], mean and standard devia-
tion [27], were performed for the evaluation. All solar radi-
ation values recorded at night were excluded from the mean
and standard deviation tests because these values are always
equal to zero, thereby masking the test results.
The F-test (F0) was performed to test the null hypothesis

H0, that is, the original and simulated datasets do not show
any differences in their normal distribution and variance [2].
F0 is calculated as:

F0 =
σ 2
1

σ 2
2

(16)

where σ1 and σ2 are the standard deviations of the original and
simulated data, respectively. The P-value of F0 is calculated
according to [28] to determine whether the null hypothesis
is accepted or rejected. H0 is accepted if P-value> 0.05 and
rejected if P-value ≤ 0.05.
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FIGURE 1. Flowchart of the proposed model.

The diurnal distribution test was performed to test the abil-
ity of the models to accurately simulate the diurnal patterns
of the original data [2].

The PACF test was performed to compare the lag terms
between the simulated and original data. Firstly, the PACF of
the data was calculated as follows by using the Yule–Walker
equation [29]:

1 r1 . . . rp−2 rp−1
r1 1 . . . rp−3 rp−2
...

...
. . .

...
...

rp−1 rp−2 . . . r1 1



∅p1
∅p2
...

∅pp

 =

r1
r2
...

rp


(17)

where ∅pp is the partial autocorrelation coefficient, rp is the
auto-covariance function and p is the lag term. Afterwards,
the differences in the lag terms of the original and simulated
data are determined by calculating Root Mean Square Error
(RMSE) of their PACF as

RMSE =
2

√∑p
i=1 (∅

O
i − ∅

g
i )

2

p
(18)

where ∅Oi and ∅gi are the partial autocorrelation coefficients
of the original and simulated data at lag i, respectively.

The mean solar radiation value over a particular interval γ
was calculated as follows after excluding all night values for
the same reason mentioned previously:

Meanγ =

∑R
j=1 irradiance at hour j

R
(19)

where R is the total number of hours in interval γ , excluding
those hours when the irradiance values are equal to zero.
Each interval is four months long. This interval size was
selected in order to report the results in this paper due to space
limitations. We have found that the variations in interval size
will not affect the outcomes of the comparison between the
mean values of the original and simulated data.

The standard deviation of the monthly solar radiation val-
ues was calculated to measure the amount of dispersion in the
dataset. A good solar model should be able to generate solar
values whose standard deviations match those of the original
data. The similarity between these standard deviations was
measured by comparing their RMSE values.

III. RESULTS AND DISCUSSIONS
The proposed model shown in Fig. 1 was applied to the
original data. Statistical tests were also performed to examine
how the simulated data can retain the statistical characteristics
of the original data. The data simulated by the compared
models in [13]–[16] reveal that 5000 sets of simulated data
are large enough to perform a proper comparison and this is
also repeated in this paper.

A. F-TEST
The P-values of the proposed and compared models were cal-
culated for each month and the results are shown in Table 2,
where the letters ‘R’ and ‘A’ indicate that the test rejects
or accepts H0, respectively. Only the data simulated by the
proposed model are fully accepted over the 12 months. All
P-values are close to 1, thereby indicating that the simulated
data match the original data. In the other models, acceptance
rate of the test results is either much lower or non-existence.
In the few cases where the test is accepted as shown by the
clearness index method, the P-values are all significantly
lower than the values given by our proposed model. This
further strengthens that although our proposed model and
the clearness index at sometimes both accept the test, our
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TABLE 2. F-test results for the proposed and compared models.

TABLE 3. RMSE of the datasets simulated over the year by the models in
terms of diurnal distribution, PACF, and standard deviation.

proposed model is able to simulate data that matches more
with the original data than the clearness index is able to.

B. DIURNAL DISTRIBUTION TEST
The hourly average of the data simulated by the proposed
and compared models was calculated for each month to
examine the diurnal distributions. The hourly average irradi-
ance of the data simulated for January was compared with
that of the original data as shown in Fig. 2. All models
except for the clearness index model showed similar diurnal
distributions with the original data. In order to highlight
the differences between these models, RMSE of the diurnal
distribution values between the simulated and original data
over the 12 months was calculated and shown in Fig. 3 and
Table 3. The proposed model attains the lowest error value
of 0.1 w/m2 followed by the Pearson distribution model,
which attains an error value of 4.5 w/m2. However, this value
is still 45 times higher than the error value of the proposed
model. As expected, the clearness index model registers the
highest error value of 74 w/m2. The results from Fig. 3
indicate that the proposed model can generate data that are
consistently similar to the original data in terms of diurnal
distribution. The same conclusion is also drawn from the
remaining months, which are not reported in this paper due
to space limitations.

FIGURE 2. Original and simulated diurnal distributions of hourly average
irradiance in January.

FIGURE 3. RMSE of the diurnal distribution of the dataset simulated by
all models over 12 months.

C. PACF TEST
The PACF of the original data was compared with the data
simulated by the five models, including the proposed model
Table 3 and Fig. 4 show the RMSE values of the PACF
coefficients over 12 months. The proposed model attained the
lowest RMSE value of 0.02, followed by the clearness index
model. However, the RMSE of the clearness index model
is still 200% larger than that of the proposed model. The
RMSE of ARMA, HMSR and Pearson distribution models
are similar and are all larger than the proposedmodel by about
5000%. Given its low RMSE value, the proposed model can
retain the partial autocorrelation characteristic of the original
data the most compared with the other tested models.

D. MEAN TEST
The mean µ irradiance value over January–April,
May–August and September–November were calculated by
using (19). The mean values of the datasets simulated by
all models were compared with those of the original data
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FIGURE 4. RMSE of PACF of the dataset simulated by all models over
12 months.

FIGURE 5. Daily mean values of the datasets over three intervals.

and the results are shown in Fig. 5. The mean irradiances
of the original data are 449.9, 453.8 and 398 w/m2 for the
three aforementioned intervals, respectively, whilst those of
the simulated data are 450, 453.6 and 397.9 w/m2. The
average percentage difference between the original data and
the data simulated by the proposed model is only about
0.02%, thereby indicating a high similarity between the two
datasets. The data that showed the second highest degree
of similarity was simulated by the clearness index model
with an average percentage difference of 0.3%. However,
such degree of similarity is still 15 times greater than that
of the proposed model. The other models showed a worse
performance and attained mean irradiances that are far from
those of the original data.

E. STANDARD DEVIATION
The monthly standard deviation σ was calculated for the
datasets simulated by the five models and they are shown

TABLE 4. Monthly standard deviation of generated solar values.

FIGURE 6. RMSE of the monthly standard deviation of the five models
over 12 months.

in Table 4. It can be seen that the standard deviation values
resulted from the proposed model and the clearness index
model are the closest to the original data. The highest contrast
between the proposed model and the original data occurred
in Jun, by about 19.61 w/m2, while for the clearness index
model, it occurred in November by about 29.5 w/m2. The
smallest contrast given by the proposed model data occurred
in January is about 0.344 w/m2, and 2.41 w/m2 in May for
the data simulated by the clearness index model. In order
to clearly highlight the performance of each model, RMSE
of the standard deviation resulting from the five models was
calculated over 12 months as shown in Fig. 6 and Table 6.
The proposed model simulated standard deviation with the
lowest RMSE of about 12 w/m2, thereby suggesting that the
proposed model manages to retain the dispersion pattern of
the original data. The second lowest RMSE was attained by
the clearness index model, but this value was double that
attained by the proposed model.
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IV. CONCLUSION
This paper presents a new methodology for modelling solar
radiation that successfully retains the statistical properties of
the original data. This method generates data at each hour
based on the probability of occurrence of solar radiation at n
previous hours. The value of n is computed according to the
PACF of the original data. The proposed method was then
applied on the solar radiation data imported from the SUNY
project conducted in Ache, Indonesia from 2000 to 2014.

To verify its goodness, the proposed method was com-
pared with four other methods, including the clearness index,
ARMA, HMSR method, and Pearson distribution. Five tests,
including the F-test, diurnal distribution, PACF, mean and
standard deviation, were then performed for the evaluation.

The F-test results show that the proposed method can gen-
erate the same normal distribution and variance as the original
data. Although all the tested methods obtained the same
diurnal distribution curves, the proposed method showed the
lowest RMSE value when compared with the original data,
thereby suggesting that this method can accurately simulate
the diurnal distribution of the original solar radiation data.

The PACF of the original data was accurately represented
by the proposed methodology. The PACF test revealed that
the proposed method outperforms the other four methods
in this aspect. Therefore, the proposed method can generate
synthetic solar radiation that is suitable for chronological
simulation, such as the sequential Monte Carlo simulation.
Standard deviation and mean are other statistical characteris-
tics that are highly retained by the proposed method.

The superiority of the proposed method in all tests
irrefutably show its efficiency in modelling solar radiation.
Future works can verify the ability of this method to simulate
other metrological parameters required in reliability studies,
such as wind and temperature.
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