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ABSTRACT The combination of spectral and spatial information provides an effective way to improve
the hyperspectral image (HSI) classification. However, the local spatial contexture changes with different
neighborhood regions over the HSI image plane, and methods with fixed weights to integrate spatial
information for all neighborhood regions could result in inaccurate spatial features, leading to adverse
effects on classification performance. To address this issue, a novel adaptive spatial-spectral feature learning
network (ASSFL) has been proposed to reflect spatial contexture changes and learn robust adaptive features
in this paper. In the implementation of the proposed method, a convolution neural network (CNN) is first
applied to learn weight features for each pixel within a hyperspectral patch and adaptive weights can be
obtained based on a softmax normalization. Then, the shallow joint adaptive features can be acquired
according to these weights. After that, a stacked auto-encoder (SAE) is proposed to further extract deeper
hierarchical features for the final classification. The experimental results on four benchmark HSI data sets
demonstrate that the proposed method can achieve competitive classification results compared with other
existing classifiers.

INDEX TERMS Adaptive spatial-spectral features, convolutional neural network (CNN), hyperspectral

image (HSI) classification, stacked auto-encoder (SAE).

I. INTRODUCTION

With the development of optical sensing technology, hyper-
spectral sensors can capture rich spectral and spatial infor-
mation of the observed scene. The wealthy information in
hyperspectral images (HSIs) [1] guarantees the superiority
in material recognition and object detection. Thus, hyper-
spectral data has been applied to a wide range of fields,
such as agriculture [2], environmental monitoring [3], food
safety [4], mineralogy [5], and surveillance [6]. Traditional
machine learning methods employed in HSI classification
are based on the fact that different materials exhibit different
spectral reflective curves and process each pixel indepen-
dently. At early stage, popular machine learning algorithms
widely used in HSI classification field include k-nearest
neighbor (KNN) [7], linear discriminant analysis (LDA) [8],
decision tree [9], random forest [10], [11], support vector
machines (SVM) [12], [13] and so on. Among these methods,
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SVM is considered a benchmark method since it can handle
the “curse of dimensionality” problem [14] and requires a
relatively small size of training samples.

Although the pixel-wised classification methods can make
full use of each pixel’s spectral information, the obtained clas-
sification results can still be noisy. This is mainly because the
spatial information has not been utilized. In fact, the spatial
feature is equally important as the spectral feature and can
be used to improve the classification accuracy. Since spatial
adjacent pixels usually share similar spectral characteristics,
utilizing spatial information can reduce the uncertainty of
each sample and suppress the salt-and-pepper noise of classi-
fication maps [15]. Therefore, many spatial-spectral feature
joint approaches have been developed. In the early stage,
spatial features based on shallow filtering methods [16] are
widely applied in HSI classification. In [17], an extended
morphological profiles (EMPs) method is proposed for con-
structing shallow spectral-spatial features with a nonlinear
morphological operator, which are adaptive definitions of
the neighborhood of pixels. And Zhang et al. [18] used a
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Markov random field (MRF) model to incorporate the spatial
information based on the result of SVM, namely SVM-MRE.
Though these kinds of methods could improve the classifi-
cation results to some extent, the handcrafted features are
strongly dependent on the prior information assumed by the
practical practitioners. Besides, the obtained joint spectral-
spatial features are relatively shallow and have poor adaption
when the spatial environment changes.

In recent years, deep learning (DL) framework [19] has
made attractive achievements in many fields (e.g., computer
version [20]-[22], natural language processing (NLP) [23],
and artificial intelligence [24]) by learning hierarchical repre-
sentations from raw data. Motivated by these successes, deep
learning models have also been introduced to analyze HSIs
in remote sensing field. Compared with traditional machine
learning methods, deep models have a good adaptation to
different data sets and don’t rely on much prior information.
Besides, deep features are more robust and invariant in com-
plex imaging conditions and have the capability of represent-
ing more abstract information. Chen et al. [25] first proposed
a novel deep learning framework with stacked autoen-
coders (SAEs) and compared the classification results based
on spectral features, principal component analysis (PCA)
based spatial features, and joint spectral-spatial features.
He also investigated the autoencoders’ behavior in that paper.
In a similar manner, a deep belief network (DBN) based
method is also developed to extract deep spectral-spatial
features using a multilayer restricted Boltzmann machine
in [26]. Later, Liu et al. [27] combined stacked denoising
autoencoders and spatial segmentation constraints to obtain
an improved classification result. Although the SAE and
DBN based models above are able to incorporate spatial
information, they need to transform the spatial patches into
1-D vectors since the networks require 1-D inputs, which
results in the loss of spatial information.

To address the loss of spatial information mentioned above,
convolutional neural networks (CNNs) are introduced to HSI
classification field and have been shown to be successful for
hyperspectral data classification. In [28], a CNN containing
a convolution layer, a pooling layer and a fully connected
layer is employed to extract hierarchical features on spec-
tral dimension and feed the extracted features to an output
layer for final classification. Makantasis et al. [29] applied
CNNs excluding pooling layers to the spatial dimension of
a PCA-transformed HSI and obtained joint spectral-spatial
features. To better explore the spatial contextual information,
in [30] a contextual deep learning (CDL) method has been
proposed based on two trainable filters to integrate spa-
tial information. In [31], a regularized 3-D CNN model
was proposed and the convolutional operation is applied
to both spectral dimension and spatial dimensions simul-
taneously. Yang et al. [32] proposed a two-branch deep
CNN (Two-CNN) architecture to extract joint spectral-
spatial features for HSI classification and investigated trans-
fer learning to address the limitation of the scarce training
samples. Considering the spectral correlation among different
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wavelengths, recurrent neural networks (RNNs) [33] have
also been introduced to perform HSI classification tasks very
recently. In [34], the spectrum of each hyperspectral pixel is
treated as a sequential data and the author utilized a modified
gated recurrent unit (GRU) network to model the spectral
dependency and produce the classification accuracy. Com-
bined with CNN, Liu et al. [35] presented a bidirectional
convolutional LSTM (Bi-CLSTM) to incorporate the spatial
feature and capture the spectral-spatial dependency among
different channels.

FIGURE 1. Traditional fixed weights for spatial feature integration.

Although these DL-based methods have made substan-
tial improvements, none of them consider the inhomoge-
neous spatial contexture distribution over remote sensing
image plane. And applying the same fixed weights to all
neighborhood regions with different local spatial contexture
would bring in inappropriate spatial information, such as
samples from other classes or noise-contaminated samples,
which could further result in adverse effects on the central
spectrum’s prediction. As a motivating example shown in
FIGURE 1, the different colors of the two hyperspectral
patches represent different local spatial contexture, and the
numbers in each patch indicate various class labels which
each corresponding spectrum belongs to. It is obvious that
the central spectrums of the red image patch and the yellow
image patch belong to the same class label 2 but with different
neighboring spectra. If applying the same weights to both
image patches, we could probably obtain the accurate spatial
feature of class 2 for the red patch. But with a large possibility,
we would misclassify the yellow patch since the weights are
not adaptive to different spatial contexture.

To overcome the problem mentioned above, we propose an
adaptive spectral-spatial feature learning network (ASSFL)
for HSI classification tasks. As shown in FIGURE 2,
the weights are related to the local spatial contexture of
input patches and could adaptively change with different
hyperspectral patches. In this way, robust adaptive features
of class 2 for both red and yellow image patches could be
acquired. Based on this observation, our proposed frame-
work mainly consists of two stages: one is based on the
weight learning network consisting of a CNN and a softmax
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FIGURE 2. Proposed adaptive weights for spatial feature integration.

normalization for adaptive weights generation and outputs
shallow joint features given different hyperspectral patches;
the other is based on SAE for higher-level joint spatial-
spectral feature learning. Together with these two parts within
a unified framework, we could obtain discriminative joint
spatial-spectral features directly instead of concatenating
independent spatial and spectral features. The final classifi-
cation is performed based on the robust higher-level joint fea-
tures with a multinomial logistic regression (MLR) layer. The
main contributions of this paper are summarized as follows:

1. We proposed a unified framework which combines CNN
and SAE to extract joint spatial-spectral features directly from
HSI data sets, instead of concatenating independent spatial
features and spectral features;

2. Considering different local spatial contexture within
different hyperspectral patches, an adaptive feature learn-
ing technique is proposed to integrate spatial information
adaptively. Unlike conventional methods with the same fixed
weights for all input patches, the proposed method could
generate adaptive weights for each neighboring spectrum
based on its contribution on the central spectrum’s prediction.
This could reduce the possibility of bringing in inappropriate
spatial information and improve the robustness of classifica-
tion results;

3. We analyze the effectiveness of the adaptive feature
learning technique by visualizing the generated adaptive
weights given different hyperspectral patches and examin-
ing the robustness of our algorithm at different noise lev-
els. The visualization shows that our adaptive weights do
change consistently with different spatial contextures of input
patches, especially when the patches contain class borders.
And the noise resistance experiments demonstrate the excel-
lent robustness of our proposed method owing to the adaptive
feature learning even under different noise levels.

The rest of the paper is organized as follows. Section II
reviews deep learning models we used in our architecture,
namely CNN and SAE. In section III, we present a detailed
description of our proposed ASSFL method. Experimen-
tal analysis and a comparative evaluation of other baseline
methods with four public HSI data sets are reported in
section IV. Section V summarizes our work and gives the
future instructions.

61536

Il. DEEP LEARNING, CNN, AND SAE

Deep learning based method builds a network with typically
more than three layers. It tries to learn hierarchical levels [36]
of data representation through layer-wised learning, and the
high-level features can be learned from the low-level features.
The resulted abstract and invariant features are beneficial
to a wide variety of tasks such as classification and target
detection. In this section, we shall briefly review CNN and
SAE which we applied in our proposed model.

A. CONVOLUTIONAL NEURAL NETWORK (CNN)

CNN is a class of feed-forward artificial neural network [37]
which is biologically inspired. A CNN usually consists of a
combination of convolutional layers, pooling layers, and fully
connected layers. The convolutional layers are composed of
multiple convolution kernels. Each kernel learns a distinct
feature map via the convolutional operation with the input
and only responds to its receptive field, which can be formu-
lated as:

C' = FQ oW ) + ), (1)
J

where C' is the ith channel’s feature map of the present
layer, W' is the ith convolutional kernel matrix, b is the
bias term of kernel i, x/ is the jth channel of the last layer,
the symbol * represents convolution operation, and f is a
nonlinear activation function.

Pooling layers reduce the resolution of input feature maps
and provide invariance by partitioning the input data into a
set of non-overlapped sub-regions and returning the average
or maximum values locally. In fact, convolutional layers
together with pooling layers mimic the nature of complex
and simple cells in mammalian visual cortex [38] and both of
them can be repeated multiple times to obtain representative
features. Finally, a fully connected layer is followed to further
process the extracted features and convert them into category
or regression results.

Compared with traditionally neural networks, CNN has
much fewer trainable parameters and exhibit invariant char-
acteristics in hierarchical feature extraction. Thus, it has been
widely applied in computer vision fields [39] with superior
performance.

B. STACKED AUTO-ENCODER

An autoencoder (AE) is a basic component in a SAE network.
It consists of one visual layer of d-dimensional inputs x € R?,
one hidden layer of % units r € R", and one reconstruction
layer z € RY. During the training process, x is first mapped
to r in the hidden layer, which is called encoding; then the
encoded feature r is mapped to z for reconstruction, which is
also referred to as decoding. These two steps are formulated
as follows:

r=fWix+bh, )
2= f(W?r + b%), 3)
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FIGURE 3. Proposed classification architecture for HSI classification based on adaptive spectral-spatial feature integration.

where W! and W? denote the weight matrixes of encoding
and decoding process respectively, b! and b* are their corre-
sponding biases, and f is an activation function.

By forcing the reconstruction layer z equaling to the input
layer x, AE realizes a training process in an unsupervised way.
The loss function J(#) measures the total loss between the
reconstruction z and the original input x of the training set:

M
1 i in2
JO) = > Zl [P 4)
1=

where M is the number of training samples, and x’ and
7 are the ith training sample and its reconstructed version
respectively. By minimizing the loss function J(6), we can
find the optimized parameters 6 = (Wl, w2, bl, bz) of this
AE layer and get the best encoded representation r of input x.
A SAE network consists of multiple layers of AEs,
in which the hidden layer (r) of each AE is the input layer of
the next AE. The reconstruction layer z is cast away after the
training process of each AE layer has been finished. With this
greedy layer-wised training, we can get a deep representation
of the input data, and the deeper the layer is, the more abstract
and representative features we get. The training process does
not require any prior knowledge and is called unsupervised
pre-training. After the pre-training, the parameters through-
out the whole network have been adjusted to a relatively opti-
mal stage as initialization and will be fine-tuned efficiently
through the supervised training with back propagation (BP)
algorithm [40], given the label of each input sample.

Ill. PROPOSED FRAMEWORK

Hyperspectral images collected from airplanes or satellites
are usually corrupted by different lighting conditions, rota-
tions of sensors and other disturbance. And integrating spa-
tial information can help to reduce the uncertainty of each
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sample and extract robust features. However, most spatial
feature integration methods did not take different local spatial
contexture of hyperspectral patches into consideration. In this
case, applying the same fixed weights to all input patches is
likely to bring in inappropriate spatial information, such as
noise-contaminated samples or samples from other classes,
which would deteriorate the classification performance.
Considering the problems we mentioned above, we pro-
posed an adaptive spatial-spectral feature learning net-
work (ASSFL) which combines CNN and SAE to extract
robust adaptive joint features in this paper. The whole
framework is shown in FIGURE 3. Specifically, a weight
learning network is first applied to central-neighborhood
spectrum pairs within a hyperspectral patch to produce adap-
tive weights for each pixel. Then the shallow joint adaptive
features are obtained based on these weights and fed to a SAE
for higher-level spatial-spectral feature extraction. We put an
MLR function as an output layer to get final classification
results. The whole network is trained in an end-to-end super-
vised manner and all the parameters are optimized by mini-
batch stochastic gradient descent (SGD) algorithm [41].

A. ADAPTIVE WEIGHTS LEARNING

The first stage of our ASSFL is to construct a weight
learning network consisting of a CNN and a softmax nor-
malization and apply it to the central-neighborhood spec-
trum pairs within a hyperspectral patch to generate adaptive
weights according to the contributions of the neighboring
spectrums on the central spectrum’s prediction. Since the
local spatial contexture changes with different hyperspectral
patches, the characteristics of the neighboring spectra are
different. Thus, our weight learning network could produce
adaptive weights based on different local spatial contexture
of input patches. The architecture of the proposed CNN for
Salinas and PaviaU data sets is illustrated in FIGURE 4.
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FIGURE 4. The architecture of the designed CNN. Input data consists of a pair of the central spectrum and one of the

neighboring spectrum.

This designed architecture contains five convolution layers,
two max-pooling layers, and two fully connected layers.
We use rectified linear unit (relu) [42] f(x) = max(0, x) as
the nonlinear activation function after each convolution layer.
Following are the details of the proposed framework.

Assume that U(s) is a 3D hyperspectral patch from a
HSI data set centered at spectrum s with a square window
length p, as can be seen in FIGURE 3. In that case, there
are p? spectra in the U(s). For each one of these p? spectra,
we generate central-neighborhood spectrum pair S; = [s, ;]
as the input layer, where s is the central spectrum of U (s), s; is
the ith neighboring spectrum in this hyperspectral patch, and
i =1,2,---,p* The shape of the input layer is 2 x d x 1
where d denotes the spectral dimension. The first convolution
layer (C1) contains ten kernels with shape 2 x 1 x 1, resulting
inad x 1 x 10 output volume of feature maps (without
padding). The feature maps obtained in our first layer mainly
measure the similarity between the central spectrum and each
neighborhood spectrum. The second layer (C2) combines the
feature maps obtained in C1 layer with ten 1 x 3 x 10 kernels,
producing a (d —3+ 1) x 1 x 10 output volume. Then a max-
pooling layer (P1) of 1 x 2 is followed to reduce the spectral
dimension and get a lower resolution feature maps.

The following layers include two convolutional layers
(C3 and C4) with twenty 1 x 3 x 10 kernels and twenty
1 x 5 x 20 kernels respectively. Again we use a max-pooling
layer (P2) of 1 x 2 to further reduce the feature size. Another
convolutional layer (C5) filters the feature maps from the pre-
vious layer P2 with twenty 1 x 3 x20 kernels. Once the feature
dimension is reduced to a desired value, a fully connected
layer (FC1) is added to extract more abstract and invariant
features. The output layer (FC2) projects each learned feature
to a final weight feature ¢; with size 1, which represents the
contribution of each neighborhood pixel on the central pixel’s
classification. For the whole neighborhood region, we get
p? raw weight features. Finally, a softmax [43] function is
applied to these p?> weight features for normalization and
generate the adaptive weights W = [wy, wo, ..., sz] for all
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the neighboring spectra s; € U(s) where i = 1,2, ---,p°.
The softmax normalization is applied as follow:
eci
= softmax(¢;) = ———. @)

D ek

For each pixel in HSI data sets, we can acquire an adaptive
weight matrix W given a neighborhood region and obtain the
shallow adaptive joint spatial-spectral feature by multiplying
these weights with their corresponding spectra. The param-
eters of each layer in the designed CNN are only optimized
by the classification results. Although these parameters are
fixed once the training process is finished, they are able to
output adaptive weights together with softmax normalization
according to the different characteristics of neighboring spec-
tra within different hyperspectral patches.

B. HIERARCHAL JOINT FEATURE EXTRACTION

Once we obtain the shallow joint spatial-spectral feature z,
we feed it to a SAE network to further extract the higher-level
representative and discriminative spatial-spectral feature of
each pixel for the final classification. Our SAE consists of
[ hidden layers r;,i = 1,2, ---,1 and each of them can be
computed by the following equations:

ri =f(Wiz + by), (6)

where W; is the weight matrix connecting the input layer to
the next layer i, and b; is the bias of layer i. We choose relu
function as an activation function. The pre-training method
mentioned in Section II is used to train the designed SAE
layer by layer.

C. MULTINOMIAL LOGISTIC REGRESSION

To be used in a classification task, our proposed ASSFL
architecture ends up with a MLR layer. Since the last hidden
layer r; from SAE is regarded as the most discriminative
feature for each pixel, we feed it to the MLR layer for
classification. The output size of the MLR is the same as
the total number of classes and we use softmax function as
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the activation function. The pixel’s label is determined by the
class with the largest probability:

y = ®(Wuyrrr: + buir), @)

where r; is the output feature from our SAE, Wy g and byrr
are the weight matrix and bias of the MLR layer, y is the
predicted label and ®(-) is the activation function which is

defined as:
.X

Ze"

The whole network is trained in an end-to-end supervised
manner and all parameters are optimized by minimizing the
difference between the predicted outputs and the real labels.

d(x) = argmax( (®)

IV. EXPERIMENTAL RESULTS

To evaluate the performance of our proposed ASSFL,
four publicly available HSI data sets are utilized to per-
form classification. We also compare with several other
HSI classification methods, including SVM, extended
morphological profiles with SVM (EMP-SVM) [17], stacked
autoencoder (SAE) [25], CNN-based structure on spatial
dimension (CNN) [29], contextual deep learning (CDL) [30],
LSTM [34] and Two-CNN-transfer [32] as baselines for a
comparative evaluation. For the performance metrics of all
these methods above, overall accuracy (OA), average accu-
racy (AA), and « coefficient [44] are adopted. OA is the overall
accuracy for all classes and is defined as follow:

@)
Z xtést correct
N , 9

OA =
where xt(é;t’comct is the i-th correctly classified test sample,
N is the total number of the test samples. AA represents the
averaged accuracy of each class, and is defined as:

MY
_ _Z / 1 X zcorrect (10)

where M is the class number of a data set, V; is the total test
sample number of i-th class, and xl(/ Zomct is the j-th correctly
classified test sample of class i. And kappa coefficient [44]
is a statistical measure of agreement degree, referred as k.
The higher of all our measurement metrics the better of
the classification performance. We run all experiments on
a desktop PC equipped with an Intel Core 5 CPU and four

GTX 780Ti GPUs.

A. DATASETS DESCRIPTION

We choose Salinas, Pavia University, Kenned Space Cen-
ter and Indian Pines as our evaluation data sets. Their
corresponding false color images generating from their
spectral bands and ground truth maps are shown as
FIGURE 5 -FIGURE 8. We randomly split each of these data
sets to training sets (10%) and testing sets (90%) for each
class respectively. And each spectrum in four data sets is
uniformly scaled to the range of 0-1.
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FIGURE 5. Salinas data set. False-color image (band 52,25,10) and ground
truth.
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FIGURE 6. PaviaU data set. False-color image (band 56,28,5) and ground
truth.

(1) Salinas Scene: This data set was collected by AVIRIS
sensor at 1992 which recorded the remote sensing images
of Salinas Valley, CA, USA. The hyperspectral image cube
contains 512 x 217 pixels in spatial dimension and 224 spec-
tral bands. Owing to the noise influence, we discarded 20
noisy bands to generate an experimental data set of only
204 spectral dimension. There are 16 different classes in
this image, as shown in FIGURE 5. The number of training
samples and test samples are presented in TABLE 1.

(2) Pavia University Scene: The Pavia University Scene
(PaviaU) was a hyperspectral image data set captured by
the reflective optics system imaging spectrometer (ROSIS)
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FIGURE 7. KSC data set. False-color image (band 56,28,5) and ground
truth.
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FIGURE 8. Indian Pines data set. False-color image (band 56,28,5) and
ground truth.

sensor in year 2001 over northern Italy. The original image
consists of 610 x 340 pixels together with 103 spectral bands.
Nine labeled material classes are available in this data set,
as shown in FIGURE 6.

(3) Kenned Space Center: The third HSI data set Kenned
Space Center (KSC), was acquired by the AVIRIS sensor in
Florida on March 23, 1996. The spatial dimension of this
hyperspectral image is 512 x 614 pixels and the original
spectral dimension is 224 spectral bands. Due to the noisy
bands, we only use 176 bands for method evaluation. The
image set contains 13 labeled categories, which can be seen
from the ground truth map in FIGURE 7. The training data
and test data are also described in TABLE 3.

(4) Indian Pines: Our last data set was captured by
the AVIRIS sensor over the Indian Pines test site in
North-western Indiana and consists of 145 x 145 pixels and
200 spectral bands after discarding water absorption bands.
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TABLE 1. Numbers of training and test samples used in Salinas data set.

Class number Class name Train Test
1 Brocoli green weeds 1 201 1808
2 Brocoli green weeds 2 373 3353
3 Fallow 198 1778
4 Fallow rough plow 139 1255
5 Fallow smooth 268 2410
6 Stubble 396 3563
7 Celery 358 3221
8 Grapes untrained 1127 10144
9 Soil vinyard develop 620 5583
10 Corn senesced green weeds 328 2950
11 Lettuce romaine 4wk 107 961
12 Lettuce romaine Swk 193 1734
13 Lettuce romaine 6wk 92 824
14 Lettuce romaine 7wk 107 963
15 Vinyard untrained 727 6541
16 Vinyard vertical trellis 181 1626

total 5415 48733

TABLE 2. Numbers of training and test samples used in PaviaU data set.

Class number Class name Train Test
1 Asphalt 663 5968
2 Meadows 1865 16784
3 Gravel 210 1889
4 Trees 306 2758
5 Painted metal sheets 135 1210
6 Bare Soil 503 4526
7 Bitumen 133 1197
8 Self-Blocking Bricks 368 3314
9 Shadows 95 852
total 4278 37646

TABLE 3. Numbers of training and test samples used in KSC data set.

Class number Class name Train  Test
1 Scrub 76 685
2 Willow swamp 24 219
3 Cabbage palm hummock 26 230
4 Cabbage/oak hummock 25 227
5 Slash pine 16 145
6 Oak/broadleaf hummock 23 206
7 Hardwood swamp 11 94
8 Graminoid marsh 43 388
9 Spartina marsh 52 468
10 Cattail marsh 40 364
11 Salt marsh 42 377
12 Mud flats 50 453
13 Water 93 834
total 521 4690

The scene contains two-thirds agriculture, and one-third for-
est or other natural perennial vegetation. The false color
image and the corresponding ground truth map are shown
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TABLE 4. Numbers of training and test samples used in Indian Pines
data set.

Class number Class name Train  Test
1 Alfalfa 5 41
2 Corn-notill 143 1285
3 Corn-mintill 83 747
4 Corn 24 213
5 Grass-pasture 48 435
6 Grass-trees 73 657
7 Grass-pasture-mowed 3 25
8 Hay-windrowed 48 430
9 Oats 2 18
10 Soybean-notill 97 875
11 Soybean-mintill 245 2210
12 Soybean-clean 59 534
13 Wheat 20 185
14 Woods 126 1139
15 Buildings-Grass-Trees-Drives 39 347
16 Stone-Steel-Towers 9 84
total 1024 9225

in FIGURE 8. And the training and test set are listed in
TABLE 4.

B. BASELINE METHODS

To validate the classification performance of our proposed
method, we compared our ASSFL with seven represen-
tative HSI classification methods, which includes SVM,
EMP-SVM [17], SAE [25], CNN [29], CDL [30], LSTM [34]
and Two-CNN-transfer [32]. The details of the parameters
used in the baseline methods are listed as follows: (a) The
SVM method only utilizes spectral information of each pixel
and we use radial basis function (RBF) kernel with the
LibSVM [45] in the experiments. (b) For the EMP method,
spatial features are exploited by the adoption of five opening
and closing operations followed by morphological recon-
struction on the first three principal components (PCs) of HSI.
We use the disk structure element to perform the morpho-
logical operations and the structure sizes range from 1 to 9.
(c) For SAE method, first several PCs of each hyperspectral
data set are extracted and flattened within a 7 x 7 neigh-
borhood region, then they are concatenated with spectral
information and feed to a SAE with default depth in [13]
for further feature extraction. (d) The number of PCs in
CNN method are determined by reserving at least 99.99%
information of each HSI data set, then two convolution lay-
ers are followed to extract spectral-spatial features within a
7 x 7 spatial dimension patch. (e) The CDL method employs
two trainable filters for spatial information integration and
joint feature smoothness, respectively. The window sizes
for both filters are set as default in [14] and the depth of
SAE is set to two. (f) We adopt the band-by-band LSTM
to perform classification. Given the limited size of train-
ing samples, the depth of LSTM is set to two for Salinas
and PaviaU data sets and one for KSC and Indian Pines
data sets. (g) The Two-CNN-transfer method requires source
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data set from the same sensor to pretrain the base network.
For Salinas and PaviaU data sets, we use the default parameter
settings as in [32]. As for KSC and Indian Pines, we refer to
the parameter settings of Salinas as they come from the same
sensor and perform empirical tuning.

C. PARAMETERS ANALYSIS

For the proposed ASSFL method, a weight learning network
consisting of a CNN and a softmax normalization is first
implemented to generate adaptive weights and output shallow
joint adaptive features. Then a SAE is followed to extract
higher-level and representative spatial-spectral features for
the final classification. Except the weights in networks can
be automatically learned during the training process, several
other important parameters could influence the classification
performance, such as window size and layer depth. Therefore,
we shall investigate the effects of these parameters in this
section.

100 A

994

98 1

97 4

Overall accuracy (%)

—»— Salinas
—4— Pavial
—— KSC

—— Indian

96 1

3x3 5x5 7x7 9x9
window size

FIGURE 9. Classification accuracies of four hyperspectral data sets with
different window sizes.

1) EFFECT OF INPUT WINDOW SIZE

The window size of hyperspectral patches decides how much
spatial information could be integrated, thus it could affect
the classification results. As we know, large window size
will include more spatial information, but it may also intro-
duce samples from other classes and increase computational
complexity. On the other hand, a small window size may
fail to contain enough spatial information, resulting in rel-
atively poor classification accuracy. In this section, we fix
other parameters and perform experiments on various win-
dow sizes. FIGURE 9 shows the plot of the overall accura-
cies (OAs) with window size of 3 x 3,5 x 5,7 x 7and9 x 9
for four HSI data sets. As we can see, the OAs first improve
as the window size increases, but then become saturated and
even drop a little for PaviaU and KSC data sets. To balance
with the computational cost, we choose 7 x 7 as the optimal
window size for all our four data sets.

2) EFFECT OF LAYER DEPTH AND

CONVOLUTIONAL FEATURE SIZE

The depth of our adaptive weight learning network and the
number of features can significantly affect the training per-
formance. In the framework of CNN, the depth can affect
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the training efficiency of adaptive weights for spatial feature
integration. Given the training set sizes of four HSI data sets,
we choose five convolution layers for Salinas and PaviaU data
sets as shown in FIGURE 4, and two convolution layers for
KSC and Indian Pines data sets. Furthermore, the number of
features determines the dimensionality of extracted weight
features in C1, which influences the adaptive weights genera-
tion and classification performance. Therefore, we investigate
the effect of feature size in the designed CNN. FIGURE 10
presents the OA value changes with different feature sizes.
Based on the results, 15, 10, 10 and 5 are chosen as the
optimal number of features for Salinas, PaviaU, KSC and
Indian Pines data sets, respectively.

100.0 4
99.5 -
£ 99,01
> .
g —»— Salinas
é 98.5 4 —— Pavial
I - KSC
‘:E 98.0 1 —¢ Indian
9
3 \I
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2 5 10 15 20

feature size

FIGURE 10. Classification accuracies of four hyperspectral data sets with
different convolutional feature sizes.
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FIGURE 11. Classification accuracies of four hyperspectral data sets with
different SAE layer depths.

3) EFFECT OF SAE LAYER DEPTH

The SAE helps to further extract the higher-level and dis-
criminative joint adaptive features for the final classification.
Therefore, the depth of SAE can impact the classification
performance since it determines the abstraction level and
invariance of the final joint adaptive features. In this study,
we fix other parameters and analyze the effect of depth with
SAE. The layer depth is chosen from 1 to 4 and the hidden
units are set to 60 for Salinas, PaviaU and Indian Pines and
20 for KSC for each layer empirically. As can be seen from
FIGURE 11, increasing depth can improve the classifica-
tion accuracies. However, deeper network can also lead to
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TABLE 5. Classification accuracies of different techniques in percentages
for Salinas data set.

Class | SVM EMP SAE CNN CDL LSTM Two- ASSFL
CNN
1 99.50  99.67 99.95 100.00 100.00 90.01 99.87 100.00
2 99.85 100.00 100.00 99.97 99.97 100.00 99.55 100.00
3 99.38 9938 99.44 9990 99.89 89.07 99.59 100.00
4 99.60 98.88 9993 99.06 99.10 99.78 9991 99.84
5 99.25 9598 99.33 9727 99.66 98.66 100.00 99.78
6 99.47  99.92  100.00 100.00 100.00 99.80 100.00 100.00
7 99.63 9876 9991 99.94 99.71 99.75 99.97 100.00
8 85.28 91.51 9420 9528 97.71 82.06 95.87 99.08
9 99.89  99.59 100.00 99.92 100.00 99.73 99.89 99.78
10 9630 97.80 98.15 99.25 99.35 9478 99.52  99.65
11 98.96 99.17 97.59 100.00 98.89 9691 98.50 100.00
12 100.00 99.88 100.00 100.00 100.00 99.84 100.00 100.00
13 98.06 97.57 99.66 100.00 100.00 99.45 99.74 100.00
14 99.27  99.58 99.71 99.62 99.23 9570 99.32  100.00
15 7785 9213 90.02 90.83 97.79 77.68 91.78 99.81
16 98.58 96.43 99.93 99.74 100.00 99.17 100.00 99.93
OA(%) | 93.44 9645 9723 9730 99.09 92.08 9793 9991
AA(%) | 9693 97.89 98.61 98.18 99.46 99.65 98.97 99.87
Kappa | 0.9270 0.9606 0.9692 0.9728 0.9887 0.9127 0.9769 0.9968

TABLE 6. Classification accuracies of different techniques in percentages
for Pavia University data set.

Class | SVM EMP- SAE CNN CDL LSTM Two- ASSFL
SVM CNN
1 9271 9842 9585 99.22 9851 9211 99.17 100.00
2 97.14 98.14 9895 9951 99.84 96.87 99.94 99.12
3 78.19 9471 9147 77.69 9831 7332 9033 99.19
4 93.04 9924 98.11 9875 98.61 9233 99.46 99.73
5 99.34  99.59 100.00 99.93 100.00 99.93 99.83 100.00
6 90.21 91.12 89.56 9833 99.95 90.79 99.73 100.00
7 86.80 96.07 88.04 94.89 99.00 88.95 9524 100.00
8 86.08 98.70 93.81 9828 9855 9248 98.10 99.72
9 99.76  99.76  99.79 99.58 99.65 99.58 100.00 98.10
OA(%) | 93.27 9733 96.14 97.88 99.23 9321 98.96 99.88
AA(%) | 9128 9731 9507 9624 99.16 91.82 97.98 99.54
Kappa | 0.9107 0.9674 0.9493 0.9732 0.9914 0.9127 0.9867 0.9971

over-fitting due to the limited training samples. According to
our experimental results, we choose the SAE with two layers
for Salinas and KSC data sets, and four layers for PaviaU and
Indian Pines data sets for higher-level joint spatial-spectral
feature learning.

D. CLASSIFICATION RESULTS

In this section, we report the classification results of the
proposed ASSFL and other baseline methods. The parame-
ters are chosen as discussed above. We use RMSprop [46]
as the optimization algorithm. Table 5-Table 8 show
the quantitative assessments of Salinas, PavialU, KSC
and Indian Pines datasets with different methods and
FIGURE 12-FIGURE 15 show their classification maps
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TABLE 7. Classification accuracies of different techniques in percentages
for KSC data set.

Class SVM EMP- SAE CNN CDL LSTM Two- ASSFL
SVM CNN
1 95.03 98.83 99.07 98.54 98.88 91.85 9424 100.00
2 88.99 8945 8148 97.53 9671 7531 91.93 99.76
3 69.13 4348 96.48 9141 98.04 8633 9134 99.25
4 62.83 7832 6626 5873 71.03 63.89 59.47 88.97
5 51.39 100.00 5342 7640 8571 57.14 73.66 93.11
6 46.60 77.66 60.70 81.66 89.95 4891 76.43 91.27
7 79.79 100.00 99.05 9524 97.14 3048 9221 100.00
8 84.75 80.88 9456 9835 100.00 72.85 92.66 98.10
9 90.81  100.00 100.00 100.00 100.00 92.12 97.37 100.00
10 95.04 100.00 97.52 96.04 93.81 79.21 9521 99.75
11 94.16  99.20 98.09 100.00 100.00 98.57 100.00 100.00
12 83.19 98.67 9742 92.64 9781 8191 9249 99.60
13 99.64  99.64 9946 99.89 99.68 99.68 99.88 100.00
OA(%) | 86.48 93.61 92.07 9382 96.14 8298 93.04 98.47
AA(%) | 80.10 91.30 87.96 9126 94.54 7525 8891 97.51
Kappa | 0.8493 0.9287 0.9204 0.9380 0.9613 0.8186 0.9202 0.9765

TABLE 8. Classification accuracies of different techniques in percentages
for Indian Pines data set.

Class | SVM EMP- SAE CNN CDL LSTM Two-
SVM CNN

ASSFL

1 70.73  97.56 36.96 47.83 76.19 7391 7857 90.48
2 7463 9191 79.62 9321 97.65 73.46 9533 98.60
3 7443 9438 78.62 9482 91.67 53.86 9229 96.90
4 56.34 9577 80.59 91.14 96.88 80.17 8321 99.53
5 9032 95.16 90.95 9426 94.84 9048 9248 96.81
6 93.61 99.09 98.63 9849 9924 9726 9696 99.70
7 80.00 100.00 75.00 67.86 61.54 57.14 88.46 100.00
8 94.42  99.77 9895 100.00 99.51 9791 100.00 100.00
9 38.89 100.00 95.00 85.00 5556 45.00 4333 100.00
10 7243 9153 88.77 9376 89.69 8333 91.70 98.50
11 83.61 93.12 8871 96.82 96.14 8558 9574 98.61
12 6529 83.68 69.32 96.10 9556 92.07 90.83 92.09

13 97.83  97.28 100.00 99.51 100.00 98.05 100.00 100.00
14 9455 99.56 96.52  99.45 99.30 9834 100.00 99.56
15 61.96 97.12 81.85 9936 8796 4430 92.19 93.99
16 90.36  96.39 97.85 100.00 86.90 76.34 86.90 100.00
OA(%) | 81.12 9436 8731 9556 95.69 82.02 9540 98.18
AA(%) | 7146 9577 8483 91.10 89.29 7795 89.25 97.80
Kappa | 0.7842 0.9357 0.8566 0.9544 0.9506 0.8052 0.9451 0.9789

obtained by different approaches. As can be seen, the SVM
and LSTM methods obtain relatively poor performances
and exhibit noisy estimations in the classification maps,
since they fail to consider spatial information. In contrast,
the classification results of EMP-SVM, SAE, CDL, CNN
and Two-CNN methods show much improvement and deliver
smoother appearance in visualization results by combining
spectral and spatial features. Compared with the baseline
methods, our proposed ASSFL can generate adaptive spatial-
spectral features for better classification performance given
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FIGURE 12. Classification maps of Salinas data set with 10% randomly
selected training samples. (a) Ground truth map, (b) SVM, (c) EMP-SVM,
(d) SAE, (e) CNN, (f) CDL, (g) LSTM, (h) Two-CNN, and (i) ASSFL.

different spatial regions. This avoids introducing inappropri-
ate spatial information from other classes and suppresses the
noise’s disturbance. Thus, it achieves the best classification
results on four public data sets, with OA = 99.91% for
Salinas, OA = 99.88% for Pavia University, OA = 98.47%
for Kenned Space Center, and OA = 98.18% for Indian
Pines, and yields the cleanest visualization results much more
similar to the reference maps than others, which demonstrates
the superiority of our proposed method.

E. ADAPTIVE WEIGHTS VISUALIZATION

As we mentioned above, our weight learning network could
generate adaptive weights to neighboring spectra within a
hyperspectral patch according to their contribution on the
central spectrum’s prediction. In this way, it could reduce the
possibility of bringing in inappropriate spatial information
such as samples from other classes or noise-contaminated
samples, and obtain robust spectral-spatial features. To better
understand how the adaptive weights change given different
spatial contexture, we extract two kinds of 7 x 7 hyperspectral
patches from each HSI data set with red boxes as shown in
FIGURE 16, and analyze the visualizations of the generated
adaptive weights corresponding to different input contexture.
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FIGURE 13. Classification maps of PaviaU data set with 10% randomly
selected training samples. (a) Ground truth map, (b) SVM, (c) EMP-SVM,
(d) SAE, (e) CNN, (f) CDL, (g) LSTM, (h) Two-CNN, and (i) ASSFL.

(a) (b) (©)

()] (e) ®

(€3] (h) @

FIGURE 14. Classification maps of KSC data set with 10% randomly
selected training samples. (a) Ground truth map, (b) SVM, (c) EMP-SVM,
(d) SAE, (e) CNN, (f) CDL, (g) LSTM, (h) Two-CNN, and (i) ASSFL.

As it can be seen from their ground truth maps in
FIGURE 16, the left hyperspectral patches are extracted from
homogeneous regions where spectra belong to the same class,

61544

FIGURE 15. Classification maps of Indian Pines data set with 10%
randomly selected training samples. (a) Ground truth map, (b) SVM,
(c) EMP-SVM, (d) SAE, (e) CNN, (f) CDL, (g) LSTM, (h) Two-CNN, and
(i) ASSFL.

while the right ones contain objects from different classes
with clear class boundary lines. We feed these two kinds of
patches to our weight learning network to generate adaptive
weights according to different spatial contexture. The weight
visualizations are displayed as 7 x 7 enlarged filters corre-
sponding to their 7 x 7 input patches, as indicated by the red
dotted lines. The colors in the visualized 7 x 7 adaptive filters
represent the relative values of the generated adaptive weights
for their corresponding spectra at the same positions in the
input patch. The sum of adaptive weights within each filter
equals to 1.

We take Salinas data set for example and first analyze
the visualization of adaptive weights for the homogeneous
patch on the left. The color of the weight visualization almost
ranges from light blue to light yellow with the corresponding
values from 0.02 to 0.035, and the colors are distributed
evenly within the filter. This means that our weight learning
network generates weights with similar magnitudes given the
relatively homogeneous patch. A few dark blue pixels in the
visualization imply their corresponding spectra are not so
helpful in the central spectrum’s prediction, probably due
to noise contamination. Thus, the weight learning network
assigns them smaller weights to weaken their influence in the
final classification. In contrast, the visualization of adaptive
weights for the right hyperspectral patch extracted at the class
border exhibits large color variation, ranging from dark blue
to dark red with corresponding values from nearly O to 0.055,
which suggests the inhomogeneous contexture of the input
patch. Moreover, there exists a clear boundary line of color
change in the visualized filter, which is consistent with the
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FIGURE 16. Visualization of adaptive weights for different hyperspectral
patches from four HSls. (a) Salinas data set. (b) PaviaU data set. (c) KSC
data set. (d) Indian Pines data set.

class boarder of the input patch. As we can see from the
ground truth map, there are objects from another different
class above the class boarder. Thus, the weight learning
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network produces small adaptive weights for all these spectra
at the corresponding positions. As for the spectra of the
same class below the boundary line, our weight learning
network assigns relative large weights with brighter colors
in the weights visualization. This adaptiveness to different
contexture of hyperspectral patches also exists in the weights
visualizations of Pavia University, KSC and Indian Pines data
sets, which can be seen in FIGURE 16(b) - FIGURE 16(d).

Overall, the visualizations of adaptive weights demonstrate
that our weight learning network does generate adaptive
weights based on different local spatial contexture of input
patches and has the ability to recognize useful neighbor-
ing spectra and reduce inappropriate spatial information by
assigning adaptive weights. Therefore, our proposed method
could adaptively integrate spatial information given various
hyperspectral patches and generate robust and discriminative
joint spectral-spatial features for HSI classification.

F. ROBUSTNESS TO DIFFERENT NOISE LEVELS

To further investigate the adaptiveness of our proposed
method, we conduct noise robustness experiments with a
noise-contaminated HSI and compare the classification per-
formances of different methods under various noise levels.
For simplicity, we take the Salinas data set for example
and add a set of Gaussian noises with 0 mean and different
variances (o) to conduct classification experiments. The o is
chosen from [0.05, 0.15, 0.2, , 0.25, 0.3, 0.35, 0.4, 0.45, 0.5]
and the architectures of all the methods remain the same.
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FIGURE 17. OAs on Salinas data set with different methods under various
noise levels.

FIGURE 17 plots the OA values of different methods under
various noise levels. From this figure, it is clear to see an
obvious performance degradation for almost every compared
method. As the noise variance o increases, the OA first
decreases and then becomes saturated later on. Compared
the OA curves of different methods, it can be observed that
the SVM is most sensitive to the noise and has a sharp
performance degradation in classification accuracy. This is
mainly because it fails to integrate spatial information and
only extracts shallow features. Meanwhile, the performance
of EMP-SVM method is beyond our expectation though it
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only extracts shallow features. Loosely speaking, the per-
formance of CDL under different noise levels is the best
among all the baseline methods, which is mainly due to the
two trainable filters’ smoothing effect on reducing the added
noise.

Moreover, our proposed ASSFL presents superior classi-
fication performance under different noise levels, and has
the least performance degradation from OA = 99.91% to
OA = 95.96%, which largely outperforms other baseline
methods. This demonstrates the robustness of our proposed
method under different noise levels owing to the adaptive fea-
ture learning. The experiments also demonstrate our ASSFL
could achieve excellent performance even under a very noisy
condition.

V. CONCLUSION

In this paper, we proposed a novel HSI classification
framework, namely adaptive spectral-spatial feature learning
network (ASSFL), to extract both spatial and spectral infor-
mation adaptively within a unified structure. Compared with
the traditional classification methods, our proposed model
considers different local spatial contexture of input hyper-
spectral patches during spatial feature integration and intro-
duces a weight learning network which consists of a CNN and
a softmax normalization to generate adaptive weights given
different hyperspectral patches. This could reduce the possi-
bility of bringing in inappropriate spatial information, such as
noise contaminated samples or samples from other classes.
The shallow joint adaptive features are then obtained based
on these generated weights and fed to a SAE for higher-level
joint spatial-spectral feature learning. Benchmark results on
four public HSI data sets demonstrate that our ASSFL has the
superior performance with the cleanest classification maps
and the highest OA values out of other baseline methods.
The visualizations of adaptive weights and noise robustness
experiments demonstrate the effectiveness of the adaptive
feature learning in integrating robust and discriminative joint
spatial-spectral features from HSI data sets. Since the adap-
tive joint feature learning technique has been proven to be
effective in the HSI classification, we shall further explore
the characteristics of weight learning network with some
supervised constraints in our future work.
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