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ABSTRACT Obstacle detection or navigation is useful for mobile users, especially for the visually impaired.
In this paper, we propose a method for detecting obstacles precisely from mobile devices by using a
depth camera. We demonstrate the system based on Google Project Tango. The system was developed by
employing the Java SDK of a Google Tango mobile device. It mainly uses a built-in infrared (IR) sensor
to collect data to build a perception of the surrounding environment and then constructs a matrix to record
the distance information. Subsequently, the system collects data from the surrounding environment in real
time and analyzes the data. If any potential risk of being exposed to injury exists, then the system delivers a
warning message and indicates a safe path for the user. An experiment was designed to evaluate our system.
On the basis of the experimental results, we discuss the implications for the design of the system.

INDEX TERMS Google Tango, navigation, visually impaired, obstacle detection.

I. INTRODUCTION
Data from the World Health Organization indicate that
approximately 1.3 billion people suffer from vision impair-
ment. When navigating complex indoor environments, visu-
ally impaired individuals encounter difficulties, such as
detecting and avoiding obstacles and finding the right way to
their intended destination. Such difficulties may undermine
their autonomy, cause emotional distress, and even expose
them to injury [1]–[3]. Traditionally, visually impaired indi-
viduals use a white cane or a guide dog to feel the environ-
ment and find their way. However, thismethod cannot provide
enough information, such as distance, volume, and precise
position.

With the development of mobile techniques, several sys-
tems have been developed to assist visually impaired indi-
viduals in detecting and avoiding obstacles in their daily
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indoor activities [4], [5]. These systems are based on different
devices, including Microsoft Kinect and a miniature radar
system. Some systems also use neural networks to analyze
data to extract relevant features from the scene, thereby
enabling the detection of possible obstacles along theway [6].
The existing systems have different characteristics. Many
auxiliary systems are designed to be head-mounted, which
have good auxiliary effect and can adapt to various situations.
However, they are too heavy and inconvenient to wear or are
too costly. By contrast, our system is developed by using Java
SDK of a Google Project Tango device and is easy to carry.

Many Google Project Tango devices exist, such as a
tablet and a smartphone, which are equipped with a high-
performance processing chip and high-definition camera.
Such devices have many useful functions, such as motion
tracking, area learning, and depth perception. Applications
on mobile devices use Tango’s C and Java APIs to access
this data and use the functions in real time. Users can hang
the device around their neck and fix it on their chest, and it
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does not cause discomfort unlike when a helmet is used. The
system we developed uses the device to extract data from
the environmental space and then establishes a data matrix
to identify obstacles in all directions in space. If a potential
risk is present, then the system will send a warning via audio
or vibration, identify the right course, and deliver an audio
instruction by loudspeaker.

This paper is structured as follows: Section II provides
a brief overview on existing electronic assistive systems.
Section III presents the proposed system and algorithm.
Section IV discusses the experiment to evaluate the com-
ponents of our method. Section V analyzes the results, and
Section VI concludes this work.

II. RELATED WORK
Many systems have been developed in recent years to assist
visually impaired individuals in their daily life. These sys-
tems require a set of features, including object detection,
robust image captioning, text extraction, semantic under-
standing, and micro-navigation. Figure 1 shows the con-
ceptual framework for the assistive system for the visually
impaired.

FIGURE 1. Conceptual framework for most assistive tools for the visually
impaired.

Nomatter what perception they focus on, assistive systems
for visually impaired individuals follow the same model.
The system receives an instruction from the user, performs
computations using the data from the devices, and provides
feedback in different ways.

Software that have succeeded in the object detection
domain include BlindTool [8], NantMobile Money Reader,
and Seeing with Sound [9]. These apps can quickly detect
objects, determine the face value of banknotes, or trans-
late an image into sound. However, micro-navigation [10],
or traversing the last hundred meters to a destination, is a
prospective area of research that remains inchoate given that
problems exist between the solution model and the sensing
hardware [7].

Navigation systems for the visually impaired are divided
into two main categories: infrared-enabled depth sensor-
based systems and visual sensor-based systems.

Visual sensor-based systems are equipped with
stereo [11]–[15] or monocular cameras [16]–[22]. These
low-cost and effective systems can be installed or embedded
into existing mobile computing devices. However, their per-
formance decreases rapidly under uncontrollable conditions.
Imaging factors such as motion blur, image resolution, and

video noise can considerably influence performance. More-
over, their operation is limited by the high computational cost
and the need for expensive cameras [23].

Infrared-enabled depth sensor-based systems detect obsta-
cles accurately. They employ infrared tags [24] and infrared
beacons [25] in the environment. These features are invisible
to the naked eye, affordable, enforceable, and can operate in
the dark. However, they rely on artificial infrared tagging and
can be easily affected by the general thermal input from the
environment [26].

Some newly emerging sensor technologies, including
Microsoft’s Kinect [27], Occipital’s Structure Sensor [28],
and Google’s Project Tango Tablet Development Kit [29],
can model the environment without installing any equipment
therein. Their incorporated tools facilitate the development of
derivative systems.

At present, most blind navigation systems are based on
Kinect. They use the data from its depth sensor alone or
from both its RGB and depth sensors to detect obstacles.
Khan et al. [30] use the depth component of RGB-D data
and lower the pixel for efficiency. They divide the depth
image of the scene into 5 (far-left, left, middle, right, and
far-right) × 3 (top, middle, and bottom) regions, calculate
a metric to evaluate each region, and then inform users of
the direction where obstacles are least likely to exist. The
Kinect sensor is placed on the waist, the computing is con-
ducted on a laptop, and the instruction is delivered to the
user by Bluetooth.Mann et al. [4] employ ‘‘disparity’’ values,
a proprietary data format provided by Kinect, to calculate
the distance (0.3–5.96 m) from the user to the obstacle and
use this value to detect the obstacle and determine the kind
of instructions to deliver. The processing is performed on
a laptop in the user’s backpack. The user wears a helmet
equipped with the Kinect sensor and six vibrating actuators
to warn of the location of obstacles. Reference [4] develop a
navigation system for the visually impaired on the basis of a
waist-mounted Kinect sensor. Their system uses depth data to
detect the floor and analyze the volume in front of the user to
determine whether enough room is available for movement
without colliding with any obstacles. Huang et al. [31] use
least squares method to approximate ground curves, find
possible stair edge points on the basis of the threshold, and
transform them into an edge line by applying Hough trans-
form. In this way, the system can detect descending stairs.
Then, non-ground objects are extracted and regarded as obsta-
cles. The user is subsequently informed of the location of
obstacles and stairs in the direction the user is moving toward.
In that design, the Kinect is attached to the user’s helmet,
chest, or waist. The processing is conducted on a laptop,
and the feedback to the user is provided via text-to-speech
software. Brock and Kristensson [32] develop a navigation
system that reads depth data from the sensor, downsamples
depth data into a low-resolution image, performs obstacle
detection, and finally delivers the obstacle information to the
user’s headphones. The system considers the sensitive hear-
ing of the visually impaired and converts a 3D location into
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sound within a given sonification volume. The horizontal and
vertical positions are encoded by using the panning position
and varying the pitch. Distance to the user is encoded via
volume (the closer the object, the louder the volume). The
processing is performed on a laptop that hangs from the user’s
neck with the Kinect sensor. The sonification is delivered to
the headphones. The abovementioned Kinect-based solutions
follow the conceptional framework (Figure 1). Other Kinect-
based solutions focus on detecting specific obstacles, such
as traffic and staircases [34]–[36] and even combine other
technologies, such as sonar [37].

However, the Kinect is big, heavy, not wearable or hand-
held but is used for gesture recognition, dumb, and uncom-
fortable to wear. Kinect-based systems are affixed to various
parts of the body, thereby resulting in awkward, bulky con-
traptions. Moreover, Kinect-based systems are unappealing
for the visually impaired because the cosmetic acceptability
of an assistive device is even more important than its utility,
as confirmed by several studies [38], [39].

The advantage of the Project Tango tablet over the Kinect
is that it is small and portable, as exemplified by the phablet
available in the market. As for their difference, the tablet
integrates a motion tracking camera and an infrared (IR)
3D depth sensor that allows it to perform scanning [40].
Moreover, the tablet is equipped with a high-performance
processor, enabling it to carry out complex computing in real
time without needing to connect to a backend server.

Since the emergence of the Tango tablet, many people have
tried to develop a Tango-based navigation system for the
visually impaired. Li et al. [40] develop an indoor navigation
system with three parts: a Tango device, a holder, and a
white cane. The system gives advice and the user makes
choices by himself. The system has an obstacle detection
component, which works as follows. First, a noise filter is
applied to remove the standalone points. Then, according to
the pitch angle of the current pose information, a de-skewing
process is performed to align the 3D point cloud with the
horizontal floor plane. The Android TTS module is used
to deliver instructions generated by the system. However,
the system does not use the development kit provided by
the Tango tablet. Jafri et al. [42] use the Google Project
Tango Tablet Development Kit to develop a system that can
track its motion and orientation in 3D space in real time.
This system exploits the built-in functionalities of the Unity
engine in the Tango SDK to create a 3D reconstruction of
the surrounding environment, then associates a Unity collider
component with the user and utilizes it to determine his
interaction with the reconstructed mesh to detect obstacles.
The users are warned by audio alerts. However, the usage of
unity collider component is limited to detect different sizes or
types of obstacles. In this paper, we propose a new method to
improve the accuracy and efficiency of obstacle detection.

In summary, most related work lacks accurate obstacle
details, such as obstacle position, obstacle size, and the direc-
tion in which the user can avoid the obstacle. We learn
from these drawbacks and make full use of the Tango SDK

to develop an advanced navigation system for the visually
impaired. A quantitative experiment is designed to evaluate
the performance of our proposed method.

III. STRUCTURE OF THE SYSTEM
AND ALGORITHM DESIGN
The proposed system is developed on Lenovo Phab 2 Pro,
the first smartphone to include the Google Tango technology.
This device has a Qualcomm Snapdragon 652 processor and
6.4’’ big-screen Quad HD display. Its rear camera consists
of a 16 MP RGB camera, depth camera, and fisheye camera.
The Tango Java SDK acquires data from built-in sensors. The
structure of the system is shown in Fig. 2. The processing
performed by the system is divided into three steps.

FIGURE 2. Diagram of the proposed system.

Step 1: The system obtains depth data via the infrared
sensor and builds a 3D model of the real-world environment.
The moving direction includes three main parts: left, center,
and right. Each part consists of a set of grids.
Step 2: The system detects the obstacles and calculates the

distance from the user to such items.
Step 3: If any possibility exists that a visually impaired

individual is going to be exposed to injury, then the device
will find the right path and deliver an audio warning by
loudspeaker.

The details of the system, including the wearable device,
data acquisition, distance calculation, the algorithm for
detecting obstacles, and how the warning is delivered, are
explained in the following subsection.

A. PREPARATIONS AND DATA PREPROCESSING
The Google Project Tango device is hung on the neck
of the user, with the camera facing the moving direction
(Fig, 3). As the device may rotate when the user is walking,
we fix the device to the user and position it vertical to the
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FIGURE 3. User wearing the device.

horizontal plane. Under these constraints, the camera can
have a 180-degree perspective, which is enough to cover the
area of the moving direction and detect obstacles in front of
the user.

After fixing the device, the depth data are obtained by the
depth sensor of the Google Tango device and saved in a data
structure called the point cloud. The system accesses the point
cloud data via the Tango Java SDK provided by Google for
accessing Tango functions such as depth perception, motion
tracking, and area learning. Each point of the point cloud
contains three coordinate elements that indicate the location
of the point and a confidence level element that reflects the
accuracy of data. In our system, the program first eliminates
points with confidence levels less than 90% and saves the
point with x coordinate ranging from −3 to 3 m and y coor-
dinate ranging from−1 to 1 m, which covers the direction of
moving forward.

With the data acquired and preprocessed, the amount of
calculation decreases and accuracy increases. Then, the sys-
tem uses these data to detect obstacles and deliver prompts to
users.

B. ALGORITHM FOR DETECTING
OBSTACLES AND NAVIGATION
After acquiring and preprocessing data, the system gains a
perspective of the surrounding environment and can easily
calculate the distances of points according to depth data,
which is updated in real time. An area of 6 m× 3 m is enough
to detect obstacles in the way and indicate the right direction
to users who can be saved from injury.

The system divides the rectangular area ahead into numeral
grids, such that each point only falls into one grid which
reflects the situation of a small area. We create a null matrix
to mark each grid and then calculate the average distance of
each grid. If the average distance of a grid is less than 2 m,
then the element recording its condition will be set to 1. After
these processes, we obtain a matrix to sense the presence
of obstacles. Then, we execute a small matrix consisting of
element 1 to detect obstacles of different sizes and shapes.
The matrix with a size ranging from 2 × 2 to a higher level
is designed to detect different obstacles and cover the area of
moving forward.When the user walks, the data andmatrix are
continuously updated. If any obstacles are in the way, then the

system will deliver an audio warning, detect other directions
of the area, and indicate an empty location.

C. FEEDBACK TO USERS
After detecting obstacles and calculating the potentially
safe way for the user to follow, the system provides users
with two types of feedback: vibration and audio warning.
Given that the first goal of the system is to assist visually
impaired individuals in avoiding obstacles, vibration is the
most direct way for a mobile phone to alert users. In a
realistic scenario, when the device detects obstacles in the
moving direction, it vibrates continuously to make the user
aware of the presence of obstacles and stop walking imme-
diately, thereby ensuring safety. Moreover, an audio warn-
ing would say, ‘‘Watch out! Obstacle detected, please turn
left/right,’’ thereby pointing out the safe way for users to
follow. We divide the area of the moving direction into three
main parts: left, center, and right. The device can evaluate the
condition of every part. The audio warning will be delivered
after the device calculates the average distance of every part
and ascertains the location of the obstacles.

Given the particularities of users, feedback is important
for a navigation system for visually impaired individuals.
In this system, we combine an audio warning, which can
provide more detailed information, with a vibration warning,
which is felt directly. The combination of these two methods
immediately reminds the users to be alert to obstacles and
wait for the next instruction.

IV. EXPERIMENT DESIGN
To evaluate the validity and accuracy of the system in detect-
ing obstacles, we design a series of experiments in different
conditions, test the different functions, and construct a situ-
ation to evaluate the overall performance of the system. The
related algorithm and details are shown in Section II. In our
experiment, the items we used include boxes with different
sizes, boards, and some furniture to construct a real indoor
situation. We also chose several individuals with normal
vision. Their eyes were covered, and they used a practice trail
to familiarize them with behaving like the visually impaired.
In all experiments, the scale parameter of every mesh was set
at 0.1 cm.

A. DETECTING OBSTACLES
To evaluate the basic function of detecting obstacles with dif-
ferent sizes, we used boards to create different boxes whose
measurements range from 10 cm× 10 cm× 10 cm to 1 m×
1 m× 1 m. All the boxes are solid and have no holes that may
interfere with the data processing. The sizes of the boxes are
shown in Table 1.

We chose an empty room and placed the boxes in different
positions, such as the center of the room, leaning against
the wall, and hanging in the center of the room so we can
evaluate the obstacle detection performance. This design was
selected because users often encounter complex indoor obsta-
cles aside from furniture and walls, such as thresholds and
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TABLE 1. Box sizes.

TABLE 2. Positions of obstacles.

hanging items. We placed the boxes in different positions to
test if the device can detect obstacles in any place and help
users avoid potential risk. Seven difficult positions and their
related details are shown in Table 2.

As the effective range of the depth sensor is 3 m, which
covers the main environment where the visually impaired
users walk around in during their daily life, we placed a box
in every 0.5 m position from 1 to 3.5 m. We marked these
positions with symbols: D1 = 1 m, D2 = 1.5 m, D3 = 2 m,
D4= 2.5 m, and D5= 3 m. These positions are the potential
areas where the users may be exposed to injury. We tested if
the system can detect obstacles in these positions to evaluate
whether it can help the users avoid injury.

We noted that some visually impaired individuals live
alone. To ensure safety in this situation, we simulated the
condition in which illumination changes during nighttime.
The data from the sensor are dependent on the illumination
condition, and some visually impaired individuals experience
difficulty in turning lights on by themselves. Thus, we tested
if the system can detect obstacles in a dark environment.
We used a curtain to adjust the illumination of the room and
roughly divide the illumination into three situations: totally
dark (s1), dim illumination (s2), and normally bright (s3).
Experiments were conducted in these situations.

The main factors that may affect the experiment were
discussed above.We selected an empty roomwith a curtain to
adjust the illumination in the room andmarked some symbols

to indicate the distance and position. We instructed the tester
to stand at a certain point and wait for feedback, and we
obtained data for the next analysis.

B. INDICATING DIRECTION
After detecting obstacles, the system may calculate the sit-
uation to the left and right to offer users a safe direction
to follow. To evaluate the function of indicating directions,
we chose Box 5 as the obstacle.

In this experiment, we placed the obstacles in positions
P1, P2, or P3. The concrete combinations are listed in Table 3.

TABLE 3. Positions of obstacles.

The trials were conducted in a normally bright empty room
except the participant and obstacles. The participant with the
hanging device was supposed to walk straight toward the
obstacles. A warning was delivered when the distance was
reduced to a threshold value.

V. RESULT ANALYSIS
Every experiment was conducted several times, and we
selected the average data as the final result. The final result
and discussion are shown in this section.

A. RESULTS OF DETECTING OBSTACLES
Table 4 presents the result of the obstacle detection
experiment. Three lighting conditions were used: normally
bright (Lc1), dim illumination (Lc2), and totally dark (Lc3).

The experiment results indicate that the system can cor-
rectly detect the obstacles and deliver warnings to users.
However, when obstacles are leaning against the wall or in the
corner, the device cannot distinguish between the obstacles
and the wall, so we assume that the system cannot detect
them. However, this outcome does not influence the avoid-
ance of obstacles, because we can regard the wall as an
obstacle.

The system functions well for small obstacles but fails to
detect obstacles with a scale less than 10 cm× 10 cm× 10 cm
because the parameter we set for the mesh scale was 0.1 m,
which determines the minimum obstacles the system can
detect. Thus, in a real situation for visually impaired indi-
viduals, users may flexibly set the scale according to the
environment and with assistance.
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TABLE 4. Results of detecting obstacles in three different situations. The system failed to detect any of the obstacles located
at a distance over 2 m. This outcome occurred because the
data collected by the device cannot be further than approx-
imately 3 m, thereby limiting the range in which the sys-
tem can work. Moreover, our system ignores points in point
clouds that are over 2 m. We can change the available range
by setting different parameters but not more than about 3 m.

Another finding is that illumination has no influence on
the system. Thus, the system could work well in dark envi-
ronments to help users avoid obstacles.

B. INDICATING DIRECTION
Table 5 lists the results of the test for indicating direction.

TABLE 5. Results of indicating direction.

After detecting obstacles, the system correctly delivered
the right message to the user about the next direction they
should follow. When the environment is impassable, the
system will give warnings only.

VI. CONCLUSION AND FUTURE WORK
In this paper, we present a navigation system for the visually
impaired to detect obstacles in their path and ascertain a safe
direction indoors. Compared with previous auxiliary equip-
ment, this system is cheaper, lighter to carry, functions in real
time, and works in indoor situations. These advantages make
our system more convenient and helpful for users than prior
systems.

The system cannot correctly distinguish complex situations
such as obstacles leaning against a wall. Fortunately, this
outcome does not influence the safety goal of the system.
The system is designed in an unmapped situation. However,
the Google Tango device has a function called area learn-
ing, which may help the system construct a memory of fre-
quently passed environments and indicate where an obstacle
is located. In the future, we may combine these two functions
of depth sensing and area learning to help with more accurate
navigation.

Data processing can also be combined with deep learning.
We can train a series of models by using the collected data
to enable the system to distinguish concrete types of objects.
Such feature will not only help visually impaired users avoid
obstacles, but also help them reach objects they want.

We hope our research would inspire the development of
more assistive systems that would help visually impaired
individuals with daily living, education, and entertainment.
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