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ABSTRACT Dimensionality reduction is used in microarray data analysis to enhance prediction quality,
reduce computing time, and construct more robust models. In addition, the algorithm learning performance
involves an expressive number of attributes (genes) relative to the classes (samples). Therefore, in this paper,
we conducted a detailed comparison of two reduction methods, attribute selection and principal component
analysis, to analyze gene expression data sets. Both reduction methods were employed in the pre-processing
stage and then evaluated experimentally. Furthermore, we introduced a combination of consistency-based
subset evaluation (CSE) and minimum redundancy maximum relevance (mRMR), which we referred to as
CSE-mRMR, to improve classification efficiency. The results indicated a significant increase in classifier
hit rates with both methods, compared to using all attributes. By employing cross-validation, attribute
selection outperformed PCA consistently across classifiers and datasets, and CSE-mRMR demonstrated
good classification performance in the data sets. Taken together, the literature and current results suggest
that the attribute selection may be relevant in the analysis and future prediction of gene expression data sets.

INDEX TERMS Attribute selection, consistency-based subset evaluation, gene expression, minimum
redundancy maximum relevance, principal component analysis.

I. INTRODUCTION
For over a decade, microarray technology has been widely
used in cancer research, simultaneously profiling expres-
sion levels of thousands of genes towards improving tumor
classification and detection [1], [2]. However, one common
drawback to this technology is high dimensionality, resulting
from an expressive number of irrelevant genes and a small
sample size [3]–[5].

According to Archetti et al. [6], studies involving gene
expression analyses using microarray techniques found that
the number of attributes (genes) usually results in data sets
larger than instances (samples), thereby requiring effective
reduction techniques to identify reliable and relevant asso-
ciations between these interactions. In this sense, machine
learning algorithms and advanced statistical techniques can
help, since they are critical for high-dimensional data pro-
cessing [7]. A good way to accomplish this is through dimen-
sionality reduction (DR), which aims to reduce the volume of
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information contained in data sets and more specifically, the
attributes, thereby enhancing the functioning capability of the
learning methods by eliminating inconsistent data.

DR is a very important issue in the processing of high-
dimensional data [7]. It is essential to select the most
relevant attributes [8], since they facilitate data analy-
sis and visualization, taking actions based on the knowl-
edge obtained [9]. However, due to the nature of specific
problems in each database, methods must be chosen with
caution [10].

There are a few techniques employed for DR in databases,
for instance, attribute selection (AS), which is essential
for identifying the relevant attributes for a specific task.
AS selects a subset of relevant attributes that seek to produce
comparable or better results as opposed to cases where all
attributes are used [11]. AS can be split into filter and wrapper
approaches. The difference between the filter and wrapper
approaches is that in the former, the attribute subsets are
evaluated according to an independent measurement, while
in the latter, the subset utilizes the classification algorithm
for the evaluation.
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Another important technique is the Principal Component
Analysis (PCA), which is one of the most traditional tech-
niques used for reduction, and can predict a sequence of
the best linear combinations based on the original attributes
of a certain set [12]. PCA reveals a new and reduced set
of variables, determined to be the principal components,
while also ensuring that little data from the original set is
excluded from the analysis [12]. The principal components
are ordered according to highest variance based on the origi-
nal attributes [13].

Previous research, such as the study by
Borges and Nievola [9] and Macedo et al. [14] has compared
AS with random projection and methods based on framework
(DRM-F), respectively, to verify the applicability of these
methods in the field of gene expression. However, these
studies have failed to present other important filtering mea-
sures, such as the fast correlation-based filter (FCBF) and the
minimum redundancy maximum relevance (mRMR), which
is highly relevant to biomedical data [15]. As criterion, this
filter has the minimum redundancy and maximum relevance
of features [16]. Additionally, it completes calculations more
quickly when compared to other approaches [17].

New combinations for size reduction in microarray
data have been performed in recent years, such as
the study by Akadi and Amine [18], who developed
a combination of mRMR and genetic algorithm; or
Alshamham et al. [16], who proposed a new model combin-
ingmRMR and artificial bee colony. Themethod proposed by
Ebrahimpour and Eftekhari [19] involved the combination
of mRMR and Hesitant Fuzzy Sets. Both techniques were
performed to form subsets of genes and analyze classification
accuracy.

Besides providing a thorough analysis of the use of two
DR methods and drawing a comparison between them in
gene expression data sets [20], this paper also introduces
and evaluates the CSE-mRMR, which is a combination
of consistency-based subset evaluation (CSE) and mRMR.
The CSE is a metric that eliminates redundant data from
the assessment of the degree of consistency of the values
of the class attribute [21]. To the best of our knowledge,
no published articles exist that propose an evaluation of this
combination. Cross-validation will be employed as an eval-
uation criterion, using classification accuracy and standard
deviation.

This paper has the following structure: Section II and III
describes the DR methods employed, while Section IV
introduces the research methods. Section V displays results
and discussion, and finally, Section VI provides the main
conclusions of this paper.

II. ATTRIBUTE SELECTION (AS)
AS is one of the most important techniques used to reduce
dimensionality, as its objective is to remove redundant
attributes that are considered irrelevant to the data mining
process [22] by identifying a smaller set of attributes that
produce comparable or better ranking results than the case

in which all attributes are used [11]. This technique has been
the focus of attention because of its great potential in several
applications, including bio-computing, medicine, data pro-
cessing, and object recognition [23]. AS can be divided into
filter and wrapper approaches, both of which are described
below.

A. FILTER APPROACH
The filter approach uses the data features to perform the eval-
uation and select the subsets of features without involving a
mining algorithm [24], [25]. First, themethod selects the data;
subsequently, it performs the classification process without
considering the interactions among the attributes. The filter
usually ranks features based on statistical calculations [26].
In our work, we employed the techniques used most com-
monly to evaluate subsets, such as correlation-based feature
selection (CFS), consistency-based subset evaluation (CSE),
minimum redundancymaximum relevance (mRMR), and fast
correlation-based filter (FCBF). In addition, we introduced
a combination of CSE and mRMR, to which we referred as
CSE-mRMR.

1) CFS AND CSE
CFS classifies the subsets generated according to a corre-
lation function based on a heuristic reward of evaluation.
The subset of attributes is evaluated through the individual
prediction of each and the degree of correlation between
them [27]. The evaluation usually refers to subsets that cor-
relate highly with the class [28], and is calculated with the
following equation:

Merits =
krcf√

k + k(k − 1)rff
. (1)

in which Merits is the heurist merit of attribute subsets s
containing k features, rcf is the mean correlation between
each resource and the class labels in s, and rff is the mean
correlation between two features [29]. Therefore, in our case,
the primary goal was to identify the subset in the initial set of
microarray data that has highly correlated genes.

In relation to CSE, the attribute set is reduced preserving
the original consistency, and the value of an attribute subset
is assessed by the degree of consistency among the values
verified for each class when the training instances are pro-
jected onto the attribute subset [27]. The evaluation method
is calculated by following equation:

Consistencys = 1−

∑j
i=0 |Di| − |Mi|

N
. (2)

where s represents an attribute subset, j denotes the number of
distinct combinations of attribute values for s, |Di| expresses
the number of occurrences of the ith attribute value combina-
tion, |Mi| presents the cardinality of the majority class for an
ith attribute value combination, and N is the total number of
instances in the data set [30].

Based on preliminary experiments, we adopted the best-
first algorithm as a search strategy to search through the space
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FIGURE 1. The best-first search algorithm.

of attribute subsets for both the CFS and the CSE. According
to the Mursalin et al. [22], the best-first search starts with
an empty set of features and then checks all possible single
feature expansions. The subset with the maximum evaluation
is assigned and expanded in the samemanner by adding single
features. If expanding the subset results in no improvement,
the best-first search algorithm reverts to the next-best unex-
panded feature subset and continues from there. The best-first
search algorithm searches the candidate feature subset space
in this manner and returns the best subset found when the
search terminates. Fig.1 summarizes the main aspects of the
best-first search algorithm.

2) MRMR
The mRMR measure is designed to analyze the quality and
provide the best predictive performance of a subset of vari-
ables in view of the output variable (class attribute). Accord-
ing to Rana et al. [31], mRMR maximizes the relevance
of the selected features with class labels while concurrently
minimizing the redundancy among the selected features after
considering mutual information (MI). This measure is fre-
quently used for biomedical data [15]. For its calculation, it is
first necessary to present the concept of MI. Considering two
variables, x and y, their MIs are grounded in relation to their
probabilistic density functions.

I (x; y) =
∫∫

p (x, y) log
p (x, y)
p (x) p (y)

dxdy, (3)

thus, relevance and redundancy (high and low MIs, respec-
tively) are calculated as:

Relevance (S, c) =
1
|S|

∑
fi∈S

I (fi; c), (4)

Redundancy (S) =
1

|S|2
∑
fi,fj∈S

I (fi; c), (5)

in which S refers to the feature set, c is the class, and f
represents individual feature in S. As reported, the mRMR
rates resources by concurrently maximizing relevancy and
minimizing redundancy. In this sense, this operation is des-
ignated by the operator, 8. From this, we obtain:

max8(Relevance,Redundancy)=Relevance−Redundancy.

(6)

One important factor is combining mRMR with other
approaches [32]; this combination can improve mRMR’s
accuracy and speed. In this sense, we will present a combina-
tion of CSE and mRMR in this section.

3) FCBF
FCBF developed by Yu and Liu [33] is used to find an
adequate measure of correlations between features and a pro-
cedure to choose features based on the correlation between
two random variables [34]. FCBF chooses the feature that
most correlates to the class attribute. As a measure of cor-
relation, the concept of symmetric uncertainty (SU) is used.
SU can be calculated based on entropy (measure of the uncer-
tainty of a random variable). To define this measure, some
concepts must be presented first. The entropy of a feature X ,
for example, is defined as follows:

H (X) = −
∑

i
P (xi) log2 (P (xi)), (7)

and the entropy of X after observing values of another vari-
able Y is defined as follows:

H (X |Y )=−
∑

i
P (yi)

∑
i
P (xi| yi) log2 (P (xi| yi)), (8)

where P (xi) is the prior probability for all values of X ,
P (xi| yi) is the posterior probabilities of X given the values
of Y . In this sense, the amount by which the entropy of X
decreases reflects additional information about X provided
by Y is called information gain (IG) [35]. IG is defined as
follows:

IG (X |Y ) = H (X)− H (X |Y ) , (9)

thus, according to the definitions reported above, SU is
defined as follows:

SU (X ,Y ) = 2
[

IG (X |Y )
H (X)+ H (Y )

]
. (10)

when the value of SU is equal to 0 it is denoted that the
variables X and Y are independent, whereas a value equal
to 1 implies that the knowledge about one variable is enough
to perfectly determine the other [36].

4) CSE-MRMR
In addition to the traditional methods reported above,
we sought to combine two of the employed methods (CSE
and mRMR) in order to verify their applicability to the gene
expression data sets, as well as improving the accuracy of
classification. As far as we know, no published studies have
addressed this combination. The combination involved one
method being nested inside the other one. First, the evaluation
of the subset examined the consistency of the values for each
class, posteriorly using the relevance and redundancy of the
subsets (concepts have already been reported).

We used the re-ranking search [37] (Fig. 2) as a search
strategy for mRMR, which uses IG to evaluate its informa-
tion. In general, the search focuses primarily on creating
a classification of all attributes in descending order, using
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FIGURE 2. Re-ranking search.

the attribute evaluation metric (i.e., information gain or
symmetric uncertainty). Subsequently, the classification is
fragmented into blocks based on its size, and the attribute
selection search algorithm is applied to the first block. From
there on, the rest of the ranking is modified according to an
approximationmetric of each attribute. The attribute selection
search algorithm is executed again for the first block, and
the process is completed when a new block does not modify
the selected subset. In this step, one can choose any search
algorithm used for attribute selection. Also, three different
approachmethods are executed to approximate the re-ranking
of the remaining attributes in the ranking. In this case, these
methods are the conditional mutual information maximiza-
tion, the mutual information-based feature selection, and the
max-relevance and min-redundancy [37].

B. WRAPPER APPROACH (WA)
The WA utilizes a predefined mining algorithm, with its
performance as the evaluation criterion. It requires the termi-
nation of a mining algorithm, being its criterion utilized for
subset evaluation [24], [25]. The WA seeks the best of fea-
tures, aiming to enhance algorithm performance, but having
a higher computational value than the filter model [38].

III. PRINCIPAL COMPONENT ANALYSIS (PCA)
Principal Component Analysis (PCA) is a statistical tech-
nique used to study several applications with high dimen-
sionality. It primarily aims to reduce the dimensionality of
each data set, thereby creating a new set of variables while
preserving the original information as much as possible.
Put differently, the method transforms, orthogonally, a set
of correlated variables into a set of linearly non-correlated
variables, which are known as principal components. For
better visualization, the steps of the PCA can be represented
by a flow chart, as illustrated in Fig. 3.

In short, the principal components are obtained by calculat-
ing the eigenvalues and eigenvectors of the covariancematrix,

FIGURE 3. Flow chart of the PCA.

defined by C , as presented in (11):

Cvi = λivi, (11)

The covariance matrix of vectors of the original data X is
represented byC . λi refers to the eigenvalues of matrixC , and
vi corresponds to the matching eigenvectors. Consecutively,
the eigenvectors k , which correspond to the largest eigenval-
ues k , need to be computed [39] in order to reduce the data
dimensionality. Considering Ek = [v1, v2, v3, . . . . . . .,vk ]
and 3= [λ1, λ2, λ3. . . . .λk ], we have CEk=EK3. Finally,
it is possible to obtain the following equation:

XPCA = ETKX . (12)

Regarding (12), the features of the original data matrix X
are reduced by multiplying with the matrix dxk , which has
eigenvectors k corresponding to the largest eigenvalues k . The
result matrix is XPCA, which corresponds to the new data set
formed.

IV. RESEARCH METHODS
To test and evaluate the quality of the methods in this
research, four key steps were performed: i) database selec-
tion, ii) pre-processing, iii) data mining and iv) post-
processing. Some of these experiments have been performed
by Souza et al. [20]. Fig. 4 shows the experimental process.

FIGURE 4. Experimental outline.

Firstly, the databases for study were selected. Subse-
quently, a classification process was utilized considering all
database attributes. The next step referred to the AS and PCA
methods, using the selected database attributes for classi-
fication. The software used was Waikato Environment for
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Knowledge Analysis (WEKA) version 3.8. The steps are
detailed below.

A. DESCRIPTION OF DATABASES
Databases were selected from a biomedical data reposi-
tory [40]. The study employed three databases.

The first, the LungCancer-Michigan database [41] was
composed of 96 samples. Of these, 86 were primary
lung adenocarcinoma samples and the remaining 10 were
non-neoplastic pulmonary samples. The set contained
7,129 attributes (genes).

The second, the LungCancer-Ontario database [42] was
composed of 39 non-small cell lung cancer (NSCLC) sam-
ples, corresponding to non-small cell carcinomas. Of the
39 samples, 24were related to patients who already had tumor
relapses or metastases (labeled in the database as ‘‘Relapse’’).
The remaining samples comprised 15 non-neoplastic pul-
monary samples (labeled ‘‘Non-Relapse’’). The set contained
2,880 attributes (genes).

The third and final database, was the LungCancer-
Harvard [43] database, and was composed of 203 samples,
with 139 lung adenocarcinoma samples (labeled ‘‘ADEN’’),
21 squamous cell lung cancer samples (labeled ‘‘SQUA’’),
20 carcinoid lung tumor samples (labeled ‘‘COID’’), 6 small
cell lung carcinoma samples (labeled ‘‘SCLC’’) and 17 nor-
mal lung samples (labeled ‘‘NORMAL’’). The set contained
12,600 attributes (genes).

B. PRE-PROCESSING: ATTRIBUTE SELECTION (AS)
For the AS process, two approaches were employed: fil-
ter and wrapper. The filter approach utilized CFS, CSE,
mRMR, and FCBF measures. Furthermore, we combined
CSE and mRMR filtering measures, which we referred to
as CSE-mRMR. For this, we used the Attribute Selected
Classifier, which combined selection methods with any algo-
rithm for classification analysis. The WA engaged the classi-
fier algorithms Naive Bayes (NB), J48, SVM, 1-NN, 3-NN,
5-NN and 7-NN. After utilizing the method, each approach
generated new data subsets, containing only the relevant
attributes [20].

C. PRE-PROCESSING: PRINCIPAL COMPONENT
ANALYSIS (PCA)
This method submitted the databases to the PCA process. It is
important to report that the method ignores the attribute class,
also named attribute meta, when the principal components are
computed. Therefore, they are new attributes derived from the
original group (principal components). The utilization criteria
for the PCA method were defined according to the variance
percentage in the original data. The selected percentages were
90%, 95% and 99%.

D. DATA MINING
This stage is regarded as the core of knowledge discovery, and
focused on extracting patterns from the data. In this stage,
the methods and algorithms performed searches for useful

knowledge in the data sets. This study applied the AS and
PCA methods to three gene expression data analyses with
seven classifiers (NB, J48, SVM, 1-NN, 3-NN, 5-NN, and
7-NN).

E. POST-PROCESSING
In the final stage, the information from the previous stages
was analyzed. Here, the results were evaluated using (I) the
classification accuracy (CA) or hit rate, which refers to the
number of correctly sorted instances divided by the total
number of instances; and (II) the standard deviation of 10 runs
with 10-fold cross validation. For this calculation (referring
to CAmetric), the counts of true positives (TP), true negatives
(TN), false positives (FP), and false negatives (FN) were
considered. The equation for these metrics are as follows:

CA =
TP+ TN

TP+ TN + FP+ FN
× 100, (13)

In additional, the sample standard deviation was calcu-
lated. Using the selected class (i = 1, 2, 3, . . . . ., k) and the
selected attribute (j = 1, 2, 3, . . . . ., k), we obtain:

sij =

√∑N
l=1 (xij − xij)2

N − 1
. (14)

where sij is the sample standard deviation of all the samples
in class i, xij represents the sample value of the jth attribute
from the lth in class i, and xij is the mean value.

V. RESULTS AND DISCUSSION
This section outlines the results of each method as well as
draws a comparison between these methods. The methods
were compared to select the one that achieved the best aver-
age (performance) in the analyzed data sets. To verify their
applicability, it was necessary to use the original database
and the subsets generated by the methods. The three selected
databases were submitted to the seven classifiers.

Regarding the AS method, we employed CFS, CSE,
FCBF, and mRMR measures (filter approach). Additionally,
we showed the values that correspond to the CSE-mRMR
measure. The CSE-mRMR was not considered in calculation
of the average filter approach, only the AS method was men-
tioned. For the PCAmethod, we used the variance percentage
of the original data as the criterion, which was defined as
90%, 95% and 99%.

The NB algorithm was defined as the base algorithm. The
italicized and underlined values in the table indicate that the
result is significantly better or shows a slight improvement
than the base algorithm.

A. RESULTS FOR SELECTED DATABASES
Tomeasure the performance of the generated predictive mod-
els, the classifier efficiency was verified for both subsets
through the mean and standard deviation of the hit rate.
To evaluate them, the models were first executed on the bases
with all attributes for the appropriate comparisons.

61140 VOLUME 7, 2019



J. T. de Souza et al.: DR in Gene Expression Data Sets

Table 1 presents the results related to the LungCancer-
Michigan database.

TABLE 1. Results of the attribute selection and principal component
analysis methods for the Lungcancer-Michigan database.

In reference to the ASmethod, the data from Table 1 shows
that the approach with the best average performance was the
WA with a hit rate of 99.70%, against a hit rate of 98.86%
of the filter approach. The CSE-mRMR measure presented
98.32% of the average.

Table 1 also shows the algorithms with statistically sig-
nificant averages, which include the k-NN (k = 1, k = 3,
k = 5, and k = 7) algorithms for the CFS and mRMR
measures, the J48 and k-NN algorithms for the CSE and
FCBF measures. The averages are based on a comparison
with the base algorithm (Naive Bayes).

With regards to the WA, only the J48 and 3-NN algorithms
showed lower hit rates than the NB algorithm. Furthermore,
in relation to the CSE-mRMR, the J48 and k-NN algorithms
denoted higher values than the base algorithm.

Finally, only the SVM algorithmwith 90% of the attributes
from the original database presented a hit rate that is higher
than the base algorithm for the PCA method. The subset that
produced the best average was the subset with 90% of the
attributes, with a hit rate of 96.70%.

Comparing the methods employed, an average hit rate
of 99.54% was obtained for the utilization with all the
database’s attributes. The AS method reached 98.98%, while
the PCA method obtained an average hit rate of 95.35%.

Therefore, the utilization with all the database’s attributes
showed the highest hit rate. However, theASmethod obtained
a value close to that of the original database, and it is worth
mentioning that the PCA method also presented excellent
results with a hit rate over 90%, indicating that both methods
are well equipped for application in this database.

Table 2 presents the information related to the LungCancer-
Ontario database.

The data presented in Table 2 shows that for the AS
method, theWA presented the highest hit rate (88.33%), com-
pared to 66.40% with the filter approach. The CSE-mRMR

TABLE 2. Results of the attribute selection and principal component
analysis methods for the Lungcancer-Ontario database.

measure had an average of 67.74%, and thus was better than
the filter approach.

In relation to the CFS, mRMR, and CSE-mRMR mea-
sures, both classifier algorithms presented significantly worse
results than the base algorithm. The best-performing algo-
rithm was the 1-NN and J48 algorithms, for the CSE and
FCBF measures, respectively. For the WA, only the SVM
algorithm presented a hit rate lower than the base algorithm.

Regarding the PCAmethod, the algorithm with the best hit
rate was 3-NN, for subsets with 90% and 99% of attributes
from the original database, in comparison with the NB algo-
rithm. In addition, the J48, SVM, and 5-NN algorithms
showed statistically significant results considering subsets
with 99% of the attributes. The best-performing subset was
that conducted with 90% of the database’s attributes, which
obtained an average hit rate of 66.19%.

When comparing the performance of the two methods,
the AS method was found to be superior with a hit rate
of 70.38%, compared with 62.74% for the PCA method.
The average hit rate for all of the database’s attributes was
65.48%. It is important to note that even though the PCA
method presented a lower average hit rate than that of all
of the attributes it presented a higher average performance
in some cases. Thus, the data above indicated that the AS
method performed statistically better than the PCA method.

Table 3 displays information regarding the LungCancer-
Harvard database.

Table 3 shows that the AS method presented values
higher than the PCA method. Regarding the two approaches
of AS, the WA offered the best average, with a hit
rate of 97.62%, compared with 93.97% for the fil-
ter approach. The CSE-mRMR measure had an average
of 92.60%.
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TABLE 3. Results of the attribute selection and principal component
analysis methods for the Lungcancer-Harvard database.

The best-performing algorithms were SVM, 3-NN, 5-NN,
and 7-NN for the CFS measure and 1-NN and 3-NN for
the CSE measure. The 3-NN, 5-NN, and 7-NN algorithms
denoted higher values than the base algorithm for the mRMR,
while the SVM, 3-NN, 5- NN, and 7-NN for the FCBF.

For the WA, the 1-NN and 3-NN algorithms produced
higher values than the NB algorithm, and regarding the CSE-
mRMR, the J48, 3-NN, and 5-NN algorithms showed higher
values in relation to the base algorithm.

Regarding the PCA method, the J48 and SVM algorithms
showed higher performances in the three subsets (90%, 95%
and 99%) compared with the NB algorithm. The highest
average performance was obtained with a subset comprising
90% of the attributes, with a hit rate of 79.42%.

The data above indicated that the database containing all of
the attributes obtained an average hit rate of 89.78%. The AS
method and the PCAmethod obtained hit rates of 94.40% and
75.80%, respectively. Therefore, the AS method appeared to
be the optimal method among the databases analyzed. Lower
values were obtainedwith the PCAmethod, but inmost cases,
a good hit rate was obtained.

Finally, our experiments corroborate with previous results,
such as in the studies of Borges and Nievola [9] and
Macedo et al. [14], who compared the random projection
and DRM-F methods with AS. AS method presented better
results, an average hit rate of 90%, which was similar to that
found in the present study demonstrating the applicability and
effectiveness of this analysis method for these types of data.
PCA showed good results in some experiments, however
according to Bartenhagen et al. [44], due PCA just considers
the variance and don’t use further information of the data
like class labels, in some cases there are nonconformities,
since the first principal components are not always sufficient
in interpreting the original base, which makes the results
difficult to explain.

With regards to the proposed combination, we found that
the values designed by the CSE-mRMRmeasure were highly

satisfactory and that, for some algorithms, the values were
higher. In general, the measure showed a higher average hit
rate than CSE and than all percentage of variance considered
in the PCA method for the LungCancer-Michigan database.
Regarding the LungCancer-Ontario database, the CSE-
mRMR presented a higher average hit rate to the results using
all attributes, mRMR, FCBF, and the subsets that correspond
to the PCA method. For the LungCancer-Harvard database,
the CSE-mRMR presented a higher average hit rate than
the results using all attributes, CSE and subsets of the PCA
method.

We also compared CSE-mRMR with combinations
proposed by other studies, such as mRMR-GA [18],
mRMR-ABC [16], and mRMR-HFS [19]. Regarding the
classification accuracy, the CSE-mRMR presented 86.32%
on average, considering the three databases and seven algo-
rithms (previously described), mRMR-GA presented 94.09%
on average (five databases and two algorithms: NB and
SVM), mRMR-ABC presented 99.46% (six databases and
one algorithm: SVM), and mRMR-HFS presented 84.00% on
average (nine databases and three algorithms: C4.5, NB and
SVM). This data further supports the idea that combining
other measures with mRMR is valid for biomedical data.
Therefore, we concluded that the proposed combination,
CSE-mRMR, can be used for gene expression data sets,
since it improved the classification accuracy and obtained an
average hit rate of over 80%, which makes a measure viable
for the theme in question.

VI. CONCLUSION
In this paper, two reduction methods (AS and PCA) were
applied with the purpose of comparing their performances
in the selected databases. The methods were applied to gene
expression data sets, which presented difficulties for data
processing, due to the expressive number of genes and little
information related to the samples. Furthermore, we have
introduced a combination of CSE and mRMR measures,
CSE-mRMR.

Significant improvement opportunities were found.
By employing the two approaches of AS (filter and wrapper),
it was possible to claim that the classification accuracy was
significantly improved when compared to the ones obtained
in all the attributes of three databases investigated. In addi-
tion, there was a huge decline in the number of attributes
when employing this method. We found that, although it
demanded high computing time, the WA produced the best
success rate. The CSE-mRMR presented excellent classifi-
cation performance and presented better results than some
traditional filters.

The best results were found in PCA method experiences
with 90% of the attributes from the original database, that
is, with a variance percentage lower than the other analyzed
experiences. The PCAmethod presented hit rates of over 80%
in some of the cases, thereby becoming a viable reduction
method.
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The algorithms that performed best were NB, J48, 3-NN,
and 5-NN.

Thus, it is recommended that the AS method is applied
in gene expression data analysis due to its presentation of
consistent results for this type of domain. PCA can be used
as an alternative method, as it can provide better results than
the original set of attributes.

Therefore, in addition to comparing themethods described,
the main contribution of the paper was to show the paths
and alternatives that researchers can take when using some
of these methods through the algorithms used, thus providing
better knowledge about the data, and also to provide a new
filter to form subsets and improve the classification rate of
microarray data.

Future works are encouraged to compare other DR meth-
ods for the same classifier algorithms, or selecting other
algorithms or even utilizing gene expression data sets related
to other diseases. This large set of experiments aims at facili-
tating future comparative studies when a researcher proposes
a new method. It is in our interest to apply the CSE-mRMR
to other fields to verify its applicability.
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