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ABSTRACT Fiber-Wireless (FiWi) access network is a promising network architecture to provide the
constantly available connections for the collaboration of objects in the Internet of Things (IoT). The network
virtualization is dominating the evolution of FiWi, i.e., virtualized FiWi access network, which shields the
difference between wireless and optical subnetworks and enables the customized transmission of different
types of the IoT services in a common substrate network. However, the differences between optical and
wireless subnetworks pose severe obstacle on their interoperability of resource allocation. In this paper,
we focus on the survivable virtual network embedding (SVNE) in the FiWi access network for the purpose
of the robust IoT service provisioning even in the scenario of network component failure. Each type of
the IoT service is carried on one virtual network (VN), which is characterized by not only computing the
resource and bandwidth resource demands but also the connection availability requirement. A connection
availability model is proposed as an indicator of the network survivability and the IoT service robustness.
We aim to allocate the resource for each VN with the resource cost minimized. The optimization problem of
resource allocation is formulated in the integer linear programming (ILP) model that is solved for the optimal
solution in a small-scale network. A heuristic algorithm is further put forward to facilitate the use of the
proposed SVNE mechanism in a large-scale network. The simulation results verify that the proposed SVNE
mechanism gains significant advantages in lower resource redundancy and higher acceptance ratio of VNs.

INDEX TERMS Internet of Things, fiber-wireless access network, network virtualization, virtual network
embedding, connection availability.

I. INTRODUCTION

The Internet of Things (IoT) has been gaining ever-increasing
attentions from both academic and industrial communities
and is expected to be one of the dominating traffic in future
Internet. It is anticipated that the number of IoT devices will
reach up to 18 billion in 2020. The massive IoT scale will
promote the collaboration among different objects and thus
involve huge traffic data [1], which imposes severe chal-
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lenges on the fronthaul/backhaul transmission techniques.
Fiber-Wireless (FiWi) access network, which perfectly com-
bines the advantages of wireless access network at front-end
and optical access network at backend [2]-[5], is regarded
as one of the most promising candidates for next genera-
tion fronthaul/backhaul networks. Specifically, FiWi access
network can not only achieve flexible network access with
high reliability for IoT services, but also improve network
survivability due to the feasibility of resource rescheduling,
such as wireless rerouting [6]. A typical architecture of FiWi
access network is shown in Fig. 1. The optical back-end,
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FIGURE 1. loT services in virtualized FiWi access network.

which is a tree-like topology including Optical Line Terminal
(OLT) locating in Central Office (CO), splitter and Optical
Network Units (ONUs), is responsible for the high-rate and
long-distance signal transmission from/to backbone network.
The Wireless Mesh Network (WMN) at the front-end is
composed of flat-deployed wireless routers, each of which
is equipped with a single or multiple radio interfaces such
that the IoT service can be provided for end users anytime
and anywhere. Although FiWi access network can achieve
the advantageous complementation of optical and wireless
subnetworks, the seamless integration of both subnetworks
is difficult to realize for the reason that there are great dif-
ferences in their independent protocols, leading to extra time
for data format transformation and unnecessary complexity
for network management and control. Moreover, since dif-
ferent computation-demanding IoT services have different
Quality of Service (QoS) requirements, FiWi access network
is turning out to be ossified [7], making it hard to support
differentiated IoT services.

Network virtualization is an effective solution for the prob-
lem of network ossification and global resource optimization
in FiWi [8]-[13] due to the separated Infrastructure Provider
(InP) and Service Provider (SP). Specifically, by abstracting
the substrate network and providing the customized services
to SPs, the physical details of Substrate Network (SN) are
transparent to SPs. Thus, the virtualization of FiWi access
network can shield the differences between wireless and
optical subnetworks, while simplifying the network control
and management and guaranteeing security through resource
isolation. Moreover, multiple SPs, that are responsible for
different IoT services, can coexist on a shared SN and
each SP is able to deploy Virtual Networks (VNs) accord-
ing to its specified service level agreement privately and
independently. Therefore, the virtualized FiWi access net-
work becomes more flexible and suitable for IoT service
provisioning.

Despite the advantages of virtualized FiWi access network
for IoT, there are still challenges for the implementation
of network virtualization in FiWi. The problems of QoS
guarantee and energy-efficient network design can be tackled
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easily due to the centralized service scheduling in network
virtualization, while the survivable planning of FiWi is still an
open issue, particularly the survivability against link failure.
Because link failure occurs more frequently than node failure
and most of the node failure cases can be transformed into
link failure. The survivability issue in FiWi access network
focuses mostly on the scenario of link failure. There have
been many works for the survivability of FiWi access net-
work [14], [15] leveraging the wireless rerouting. However,
the Survivable Virtual Network Embedding (SVNE), which
aims to construct survivable VNs by making efficient use of
underlying resources while satisfying constraints of VNs [8]
remains less mentioned in virtualized FiWi access network.
As for the SVNE problem itself, related works focused mostly
on the virtualization of backbone network and considered less
about the hybrid architecture of wireless and optical access
networks [16]-[18].

The challenges of SVNE in virtualized FiWi access net-
work mainly include the complexity of failures in heteroge-
neous links and the need for high resource efficiency. First,
traditional fault recovery strategy is no longer suitable for
virtualized FiWi. The main idea for the problem of survivable
resource allocation is to reserve a backup link (or path) for
each working link (or path) during resource reservation stage.
When the working path is interrupted, traffic will be switched
to the reserved backup path immediately. However, there
is a high probability of simultaneous failures on multiple
physical links in FiWi access network due to the internal
and external factors such as co-channel interference and
time-varying channel condition in wireless subnetwork. It is
unpractical to set one link as the backup of another since
they may breakdown at the same time. Moreover, from the
perspective of virtualization, due to the limitation of SPs in
controlling physical resources, it is hard for SP to construct
backup paths dynamically for interrupted services by using
limited resources or requiring new resources from InP. Thus,
the traditional 141 protection [16], [19] and dynamic recov-
ery strategy [20] become less efficient in virtualized FiWi.
The survivability of VNs is mainly limited by the availability
of virtual links, which is dependent on the connection avail-
ability of embedded physical path, especially the wireless
multi-hop path [21], [22]. Hence, a connection availability
model is needed to quantify the demand of VN operator in
survivability and serves as a guideline for the embedding of
survivable VNs.

In our earlier work [23], we have studied the SVNE
problem based on connection availability and verified the
effectiveness of connection availability in reducing resource
redundancy. However, there are still some challenging issues
in terms of resource underutilization unsolved. To be spe-
cific, although the reservation of backup virtual resource
can recover the interrupted traffic instantly, it suffers from
the underutilization of resource because the backup virtual
resource remains idle before a interruption occurs. Gen-
eralized strategy for improving resource utilization is the
resource sharing between different backup virtual links (or
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paths) [16]-[18]. As long as the working virtual paths are
geographically disjoint, their backup virtual paths can share
the network resource with each other. However, the above
resource sharing mechanism is not suitable for virtualized
FiWi access network, because two geographically disjoint
wireless links possibly break down at the same time due to the
poor availability of wireless links. Therefore, a customized
resource sharing mechanism should be invented for the sur-
vivable embedding of VNs in FiWi access network. Owing
to the flexibility of resource scheduling in virtualized FiWi
access network including bandwidth resource and wireless
channels, there is an opportunity to improve resource utiliza-
tion by introducing a more fine-grained resource sharing in
terms of wireless channels.

In this paper, we address the SVNE problem in FiWi
access network for the purpose of robust collaboration of
IoT services. The survivability of each VN is guaranteed by
reserving backup virtual path with connection availability
requirement satisfied for each working virtual link. Unlike
previous works, for each virtual link, backup virtual path
does not have to be strictly disjoint from working vir-
tual path as long as their combined connection availabil-
ity meets the connection availability requirement. There-
fore, the cost of virtual network embedding can be effec-
tively reduced by utilizing substrate network resource more
efficiently. In order to further reduce the redundancy of
backup resource, we introduce resource sharing into wireless
domain and put forward a wireless channel sharing mecha-
nism. To the best of our knowledge, this paper is the first
work regarding the SVNE problem in FiWi access network
supporting [oT service with the consideration of connec-
tion availability. Our main contributions are summarized as

follows:
1) We propose a novel connection availability model to

qualify the survivability demands of IoT VNs in order
to provide the customized IoT service in FiWi access
network with robust collaboration of objects.

2) Utilizing the collision domain of wireless subnetwork,
we put forward an effective channel sharing mechanism
and thus refine substrate resource allocation for the
embedding of survivable IoT VNs.

3) We formulate the survivable virtual link embedding
problem in FiWi access network using Integer Linear
Programming (ILP) with the objective of minimiz-
ing resource cost while guaranteeing the availability
requirements of IoT VNs.

4) We put forward an efficient heuristic algorithm to
generate approximately optimal solution to the SVNE
problem of IoT service in polynomial time.

The remainder of this paper is organized as follows.
In Section II, related work is presented. In Section III,
we introduce the preliminaries and network models for SVNE
in FiWi access network. ILP formulation of the survivable
virtual link embedding problem is described in Section IV,
and then a heuristic algorithm is proposed in Section V.
We verify the effectiveness of proposed algorithm and
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evaluate its performance in Section VI. Finally, we conclude
our works.

Il. RELATED WORK
The IoT has been utilized to help machines sense the real
world through various sensors. The computing-driven appli-
cations in IoT are able to complete complex tasks and
achieve artificial intelligence [1]. It is important to achieve
IoT service provisioning with high robustness and reliability.
An architecture of 5G IoT was proposed in [24] to realize
effective utilization of channels and QoS improvement. The
mobile edge computing was applied in [25] to reduce latency
brought by unstable wireless networks and computation fail-
ures caused by constrained resource. The heterogeneity of
IoT devices was addressed in [26]. A service based approach
called IoT Testing as a Service (IoT-TaaS) was proposed
to resolve the constraints regarding coordination, cost and
scalability issues of traditional software testing. In order to
deal with the massive data generated by IoT applications,
it was proposed in [27] to exploit geo-distributed Data Cen-
ters (DCs) for data analysis. Virtual network embedding was
applied to achieve more flexible and efficient resource allo-
cation for uncertain and heterogeneous traffic from massive
computation-demanding applications. However, the surviv-
ability of VNE for IoT service provisioning has not been
addressed previously, which is important to ensure the robust-
ness of IoT services in virtualized FiWi access network.
Some protection and recovery methods have been investi-
gated for different failure scenarios in network virtualization.
In order to save the cost of InP, a virtual network embedding
approach which enables the resilience to attacks and the effi-
cient resource utilization was put forward in [20]. A reactive
strategy was designed to reallocate the capacity affected by
an underlying DoS attack for single facility failure. Despite
the recovery strategy, most works focused on survivable net-
work design based on protection policies. For single facility
failure, an enhanced virtual network with one more virtual
node was designed to achieve virtual node protection in [28].
In [29], location-constrained SVNE (LC-SVNE) approaches
were proposed to jointly embed the working and backup
paths. Resource sharing among working and backup facilities
and bandwidth conservation were achieved in node embed-
ding and link embedding, respectively. For single link failure,
backup resource was allocated to the working paths with
the least resource cost in [18]. In [30], [31], the Service
Level Agreement (SLA) of customers was considered in
the embedding process to prioritize the restoration of the
virtual links that failed with the objective of minimizing
the overall impact of failures and maximizing the economic
profit of InP. A hybrid policy based on a fast rerouting
strategy was proposed to find the backup paths for physical
links where InP can control the percentage of resource ded-
icated for backup and the number of paths allowed for pri-
mary and detour flows. Therefore, InP has a great flexibility
in determining the optimal allocation based on current
failure patterns. In [32], the SVNE is achieved using both
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physical and logical protections aiming at either single facil-
ity failure or single link failure. The classical p-cycle method
was utilized in physical protection to find backup resource
for embedding the physical paths, while the survival VNs
were constructed before they were embedded in the logical
protection.

The co-channel interference and time-varying channel con-
dition in wireless network leads to a high possibility of
multiple link failures in FiWi access network. Specifically,
large-scale network failures may occur because of natural
disaster such as tsunami. Reserving backup resource for each
virtual link independently causes the unpredictable network
fault because multiple physical links may break down simul-
taneously. Service disruption occurs when multiple virtual
links share the same backup physical resource or when the
link failure hits on both the working and backup paths of a
virtual link. The connection availability is an efficient metric
to represent network survivability. Some methods regarding
availability analysis were described in [33] and [34].

Researches have been investigated for VNE against mul-
tiple node/link failures on the basis of availability. In [19],
the availability requirements of services were considered
in the embedding by exactly finding a backup node at a
reasonable network distance for each node to achieve over-
all network protection. In [35], authors formulated an ILP
model for the SVNE problem, trying to satisfy the avail-
ability requirement of each virtual component (i.e., a vir-
tual link or a virtual node) in a VN. Two node mapping
strategies based on sequential selection of availability and
graph theory, i.e., the maximum-weight maximum clique,
were proposed. Simulation indicates the proposed algorithms
perform better in terms of blocking probability, availability
gap and penalty. However, backup resource always bring high
resource consumption, which unavoidably undermines the
network resource efficiency. One viable way to addressing
this issue is resource sharing.

Many resource sharing strategies have been put forward
for survivable network design. The resource sharing between
working link and backup link for each VN was applied in
[36] against the single network component failure. Moreover,
the resource sharing among the backup links of VNs was
also used to tolerate the single network component failure
because only one VN breaks down at a time [18]. However,
the failure of one network component may influence multiple
VNs that are embedded on and multiple wireless links may
break down at the same time due to the open-air nature of
wireless channels. Resource sharing between working and
backup links should take into account the collision domains of
wireless channels and resource sharing among backup links
is not available any more due to unpredictable link failures.

Ill. PRELIMINARIES AND NETWORK MODELS

A. CONNECTION AVAILABILITY

The availability is initially defined to reflect the ability of
repairable systems in which there are two transferable states,
working and fault [37], [38]. The system availability A is
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FIGURE 2. Schematic of serial system.

FIGURE 3. Schematic of parallel system.

mainly dependent on its average working time MTTF and
average repair time MTTR as (1).
MTTF
A= ———. (1)
MTTF + MTTR
The formulation of the availability of a system relies on the
way itis organized in. A general system can be constructed by
two fundamental systems, serial system and parallel system.
A typical serial system including n elements is shown in Fig. 2
with E; denoting the ith independent element. Generally,
the availability of a serial system A can be expressed as (2),
where A; denotes the availability of the ith individual compo-
nent. It is worth of noting that the failure of any component
in a serial system can lead the entire system to be fault.

A=A @)
i=1

If a failure occurs only when all # components in a system fall
into fault state simultaneously, the system is regarded as an n-
order parallel system, as shown in Fig. 3. The availability of
n-order parallel system is formulated as (3).

n
Ag=1-T]a-a). (3)
i=1

Based on the fact that communication system is a typical
repairable system, we exploit availability to represent the
survivable FiWi access network by introducing the proba-
bility that a substrate link can work normally. Moreover,
in network virtualization, each virtual link is embedded onto
a physical path with one or multiple hops and the availability
of an embedded path is represented by the product of the
availability of all substrate links included. Therefore, the end-
to-end connection in virtualized FiWi is a serial system,
where as long as any one of the network components along
the connection fails, the connection would be interrupted.
In addition, it is obvious that parallel system features a higher
availability compared with serial system since parallel system
enters failure state only when the faults occur in every branch
of the system. Therefore, there is an opportunity to improve
availability by allocating backup path to each end-to-end
working connection and constructing all embedded resource

to be parallel system.
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FIGURE 4. Survivable virtual network embedding.

B. SUBSTRATE NETWORK

The substrate FiWi access network can be modeled as an
undirected graph G5 = (N5, LS) where N¥ indicates the set
of substrate nodes including OLT, ONUs and wireless routers,
and LS indicates the set of substrate links including fiber links
and wireless links as shown in Fig. 4. The substrate node
indexed by i is characterized by a CPU capacity CPUI-S and
a location LOCZS . The substrate link between nodes i and j,
13 € LS, has a bandwidth capacity of B Wl.f , and a connection
availability of Af- which is equal to the probability that the
link does not break down. The connection availability of a
link depends on both the link type and the channel condition.
Generally, optical link experiences higher availability than
wireless link due to less interference. As shown in Fig. 4,
the wireless links and optical links in SN are designated in
the forms of BWZ.JS. /Al.Sj / CHZ.]S. and BWZ.JS. /Afj, respectively.

C. VIRTUAL NETWORK REQUEST

Each type of IoT application is carried on a single VN. The
VN request indexed by »n is modeled as an undirected graph
G5 = (NY,LY) where N and L) denote the sets of virtual
nodes and links respectively. The virtual node indexed by u is
related to CPU demand CPU),, desired location LOC), and
maximum location offset DIS,‘l/u. The virtual link between u
and v, e € LY, is characterized by bandwidth demand
BW,)  and availability demand AY, . Virtual links are shown
in the form of BW)Y /AY ' in Fig. 4.

D. SVNE BASED ON CONNECTION AVAILABILITY

In virtualized FiWi access network, whenever a VN request
arrives, InP should implement the embedding procedure
according to the requirements of the VN for CPU resource,
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bandwidth resource, availability and location. Strategies on
the embedding of virtual nodes have been studied widely
in [39]-[42]. Thus, we focus on the embedding of virtual
links in this paper. Different from the general VNE prob-
lem, in the SVNE problem the availability of the embedded
physical path of each virtual link should be checked once the
embedding is finished. If the availability of the embedded
physical path meets the availability requirement of the virtual
link, the embedding can be finalized. Otherwise, it is required
to reserve backup paths to guarantee the availability of the
embedded physical path.

In order to improve availability, it is feasible to transform
the construction of embedded paths from serial system to
parallel system by configuring backup paths. As a result,
the embedded path for each virtual link is a combination of
serial system and parallel system. We let PV, and PB denote
the embedded working path and backup path of the virtual
link ¢¥ . respectively. Thus, the availability of the virtual link

nuv? —
eV after it is embedded, AV is formulated as follows.

nuy nuy?

4
Anuv
— N S
15 EPV‘lA/MV’lg ¢Pglﬂ’ 15 ¢PI‘;‘114V’ 15 EPEMV
N Vv
[T 45 v e, 4)
1SeP), NP

nuy nuy

where the first term on the right side of Eq. (4) is the prob-
ability of disjoint working and backup links, which can be
regarded as a parallel serial system. The second term is the
probability of overlapped working and backup links, which is
a serial system combining the former disjoint part as a whole.
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Figure 4 shows an illustrative SVNE example where the
virtual nodes a, b and ¢ are mapped to the substrate nodes A, D
and K, respectively. The virtual links ¢, o and e . are mapped
to the physical paths A — B — Dand A — C — F - K,
respectively. According to (2), the connection availability of
the path A — B — D is 0.949 (i.e., 0.999 x 0.95), which
satisfies the availability demand of e;/b. Therefore, no backup
path is needed. However, the availability of pathA — C —
F — K is 0.883 (i.e., 0.999 x 0.96 x 0.93), which cannot
satisfy the availability demand of e).. Therefore, the backup
pathA — C — E — H — K is allocated for e and
the joint availability of working and backup paths is 0.9808,
ie.,0.999 x[1—(1-0.94x0.93 x0.95) x (1—0.96 x 0.93)]
according to (4), which satisfies the availability demand of
eV . It should be noted that availability of wireless to wire-
less connection can also be enhanced in the aid of optical
links through OLT due to the shielded heterogeneity through
virtualization.

E. WIRELESS CHANNEL SHARING STRATEGY

While backup resource are allocated to make sure the avail-
ability requirements of VNs satisfied, lower resource utiliza-
tion is resulted as a cost. However, the flexibility of resource
scheduling in wireless subnetwork provides opportunities to
make the most use of resource by allowing the resource
sharing between working and backup links. In the virtualized
FiWi access network, each of the wireless channels is shared
among different wireless links via time division multiplexing.
The idle time slots of one link can be reallocated to other links
such that they can share the wireless channels. Specifically,
while one of substrate links along the working path fails,
data traffic would be switched into the backup path, which
leads the bandwidth resource (in terms of time slot) of the
invalid link to be idle. Therefore, the backup links that uses
the same channel as the invalid link are able to reuse the
idle bandwidth resource while generating no interference.
If the idle bandwidth resource is enough, no extra bandwidth
resource is needed for the backup links. Figure 4 illustrates
an example of wireless channel sharing where the blocks
with numbers denote the bandwidth resource of the allocated
channel and the colored blocks represent the resource that are
being taken up currently. If the working pathA — C — F —
K is interrupted, the link l vk cannot carry any more traffic.
Thus, the time slot 1 of channel c1 becomes idle. Since the
backup link IEH also occupies the same channel c1 as I3 FK>
the idle time slot 1 can be reused by /5 7y 1O TEcover service.
Although l ¢k also occupies channel c1, extra time slots have
to be allocated because there is no idle bandwidth resource of
channel c1 released by the working path. Therefore, the chan-
nel sharing strategy is effective in reducing resource cost for
embedding virtual links.

IV. PROBLEM FORMULATION AND ANALYSIS

A. PROBLEM FORMULATION

In this section, we formulate the problem of virtual link
embedding in SVNE based on connection availability as an
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ILP model. We introduce the following notation to facilitate
the problem formulation.
e x!: Binary variable, taking 1 if the virtual node u is
embedded into the substrate node i, and O otherwise.
o a?j’”: Binary variable, taking 1 if the embedded working
path of virtual link e"  passes the substrate link l;j, and
0 otherwise.
° bl’.]‘.“V: Binary variable, taking 1 if the embedded backup
path of virtual link e"  passes the substrate link l;j, and
0 otherwise.
o ,Bl’},’:" Binary variable, taking 1 if the embedded backup
path of virtual link e! = passes the substrate link lg and

lg needs to provide extra backup bandwidth resource to

e/, which indicates that no channel sharing is available

for lf., and O otherwise.
e k:index of channel.

° COL;;: collision domain of l; , which indicates the set of
wireless links that use the same channel as lg
- minimize:
Z oD A BWa, B BWy,. (5)
ey, €LY lSeLS

The former in (5) is to minimize the resource cost of working
paths, and the latter is to minimize the resource cost of
backup paths for all VNs. It is worth mentioning that not
all backup links consume resource while we allow channel
sharing between working and backup links.

The constraints in (6)-(8) describe the relationship between
the working resource and the backup resource:

- subject to:

ﬂl{;uv bzuv’ VlS nuv (6)
S agemps Y g et
zgqeLSmCOLg lgqeLSnCOLg
@)
SO @ By BWY, < BWS, VIS (8)
noev

nuy

The Equation(6) indicates that the amount of resource shared
by backup links should be no more than the amount of idle
resource released by invalid working links. It is specified
in (7) that channel sharing between the working and the
backup links of the same VN is possible only when the links
are within the collision domains of each other. Moreover,
whether a backup link requires extra bandwidth resource
depends not only on the availability of channel sharing but
also on if the released resource are enough, Thus, the saved
backup resource should be no more than the consumed work-
ing resource in each collision domain for each virtual link,
as shown in (7). Equation (8) indicates that the resource
consumed by working and backup links is no more than the
bandwidth capacity of substrate links.

In order to ensure the continuity of embedded physical
paths, we introduce flow conservation constraints in (9)
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and (10):
1, if x'=1,
Z Ot;zjuv . Z aj’?fi" =11, lf xiv =1, Ver‘l/uv' O]
IfeLs I5els 0, otherwise,
1, if x=1,
. 1%
Z b;}uv_ Z bj’fll_u"z -1, lfxlyzl, Venw. (10)
lg eLS ljs,. eLS 0, otherwise.

The availability constraint specifies that the joint availabil-
ity of embedded working and backup paths should satisfy the
availability requirements of VNs as shown in (11):

A Z Ay Ve (11)
B. PROBLEM LINEARIZATION

Since (11) is a nonlinear constraint, we transform it into a
linear one using the approximate equation of (12).

S ~ S
[[AS~1-> a-a). (12)
IR IR

Combining (11) and (12) gives a nonlinear constraint (13).
Thus, we introduce an auxiliary variable /" as defined
in (14)-(16) to transform (13) into a linear constraint (17).

L= > o (1—AS + 1= Y b (1-47)

I5eLs I5eLs
14+ Z (alnjuv + bguv _ alnjuv . bg-uv)(l —A;-S;-)
15eLs
ij
> A Ve (13)
it = o Vi ey (14)
c;}uv < b;;uv, Vlg, er‘t/uv‘ (15)
C::;uv > a;liuv + bZMV _ 1, Vlg, er‘l/u\/' (16)
=) o™ (1=AH+ 1= Y b - (1-A)
I5eLs LieLs
— 14+ Z (a?juv + bguv . Cg»w)(l _A;'j') > A’ll/w’ Ver\l/w'
15eLs
ij
(17)

C. PROBLEM ANALYSIS
In this section, we specify that the problem of virtual link
embedding in SVNE based on connection availability is
NP-hard by reducing it into a polynomial combination of
calculating K-shortest paths which has been proved to be
NP-hard [43].

Theorem 1: The problem of virtual link embedding in
SVNE based on connection availability is NP-hard.

Proof: For each virtual link, we can find the embedded
working and backup paths with satisfied connection availabil-
ity in following steps. First, we calculate the first K-shortest
paths between the embedded end nodes of the virtual link.
Then, we check if any path meets the connection availability
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TABLE 1. Notation for the heuristic algorithms.

Symbol | Definition

Pk The kth path calculated by the K-Shortest Paths (KSP)
algorithm.

PATH | The set of calculated paths.

St The tth solution for the virtual link embedding, which

consists of a single working path or joint working and

backup paths with the availability requirement satisfied,

where s; = (pwo'rkvpbackup)-

SOL | The set of s¢,where SOL = {so, s1,--- }.

c(lfj) The channel occupied by lzsj .

POOL | The set of link-channel pairs or links that can be shared,
T S T S

where POOL = (I3, c(l3;)) or POOL = I3, VI3, €

Pwork:

cost The bandwidth cost for the embedding of virtual links,

including working and backup links.

requirement of the virtual link. If we cannot find any single
path with connection availability large enough, then, for any
pair of paths, we check their joint connection availability and
find two paths with the least resource cost. Overall, we can
achieve the embedding of each virtual link through a calcu-
lation of K-shortest paths plus K + K * (K — 1)/2 checking
of connection availability. Since the problem of K-shortest
paths is NP-hard, the problem of virtual link embedding in
SVNE based on connection availability is NP-hard. [ ]

V. HEURISTIC ALGORITHMS

Since the virtual link embedding in SVNE based on connec-
tion availability is NP-hard, even professional optimization
tools such as ILOG CPLEX cannot meet the time-efficient
need of embedding large-scale VNs in reality. Therefore,
heuristic algorithm is necessary to solve the problem while
supporting dynamic VN requests. In this section, we propose
an heuristic algorithm based resource sharing and connection
availability, where two resource sharing schemes, i.e, link
sharing and channel sharing are elaborated. For the conve-
nience of algorithm description, we introduce the definition
of symbols used in the heuristic algorithm in Table 1.

As in Algorithm 1, when a VN request arrives, we first
obtain the results of node embedding from Greedy Node
Mapping (GNM) algorithm [38]. Then, for each virtual link,
the KSP algorithm [44] is used to get an approximate solution
of K paths from the source to the destination (in Line 5).
It should be noted that these K paths are not completely
disjoint with each other. The working path and backup path
will be chosen among these K paths. If a single path satisfying
the availability requirement of the virtual link exists, there is
no backup path assigned for it (in Line 8). Otherwise, another
backup path that can make the joint availability of working
path and backup path satisfy the requirement of the virtual
link will be selected (in Line 12). By means of the resource
sharing in Algorithm 2 (i.e., link sharing) or Algorithm 3 (i.e.,
channel sharing), the combination of working and backup
paths that satisfies the availability requirement with the least
resource cost will be selected as the final embedding solution.
If there is no feasible solution, the VN request will be rejected
(in Line 20).
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Algorithm 1 SVNE Based on Resource Sharing and

Connection Availability (SSA)

Input: G, (N, E)), Gy(N;. Ey)

Output: Embedded working path and backup path for each
virtual link

1: while all virtual nodes do

2:  Embed them using the GNM algorithm in [19];

3: end while

4

5

. whilee),, € EV do
Use the KSP algorithm to get K shortest paths,
PATH = {po, p1,p2, ..., PKk—1}, and then sort PATH
in the increasing order of the bandwidth cost;
6:  while py € PATH do
: if The availability of py is no less than AY =~ then

Store py as a working path in the solution set SOL,

then break;
9: else
10: while p), € PATH do
11: if The joint availability of py and p) is no less
thanA” = then
12: Store py as a working path and p; as a
backup path in the solution set SOL;
13: end if
14 end while
15: end if

16:  end while

17.  if SOL # ¢ then

18: Select the solution with the least resource cost
s = min{SOL} by means of the resource sharing
in Algorithm 2 or Algorithm 3;

19:  else
20: Reject the VN;
21:  endif

22: end while

In the SSA algorithm, two resource sharing mechanisms
are used to reduce the resource cost for SVNE by allowing
resource sharing between working and backup paths. There
are two kinds of resource that can be shared, that is, Link
Sharing (LS) and Channel Sharing (CS). The LS mechanism
takes advantage of the connection availability to reduce the
resource cost since the working and backup paths are not
necessarily disjoint. The CS mechanism takes advantage of
the ubiquitous nature of wireless resource to increase the
probability of resource sharing.

According to the SSA algorithm, the working and backup
paths may not be completely disjoint. Therefore, in LS
mechanism, the overlapping part of the working and backup
paths is allowed to share resource with each other. With the
resource shared, the corresponding link should be removed
from POOL (in Line 10). The working links as well as the
disjoint part of the backup path will cost extra resource.

In the CS mechanism, resource sharing is achieved on
channels. Detailed procedure is described in Algorithm 3.

65014

Algorithm 2 Link Sharing (LS)

Input: s € SOL, BWY
Qutput: cost.
1: Initialize cost < 0;
2: if pyork 7 null then
3 while [} € pyo do
cost < cost +BW,) ;

4
5 Put lg into the set of links POOL;
6: end while
7
8
9

. end if
. ifpbackup # null then
while 15 € Pbackup do

10: if [} € POOL then

11 POOL <« POOL — {13 };
12: else

13: cost < cost + BW,)
14: end if

15:  end while

16: end if

Algorithm 3 Channel Sharing (CS)

Input: s € SOL, BWY,
Qutput: cost.
1: Initialize cost < 0;
2: if pyork # null then
3. while lg. € Puork do

4: cost < cost + BWn‘;V;

5 Put (ll.‘j., c(lgj)) into the set of link-channel pairs
POOL;

6 end while

7: end if

8: ifpbackup # null then

9:  while [} € ppackup do

10: if a link in POOL is in the collision domain of ll.‘j.
with the same channel then

11: delete this link from POOL;

12: else

13: cost < cost + BW,XN;

14: end if

15:  end while

16: end if

Each backup wireless link which is in any collision domains
of the links on its working path has the opportunity to share
resource with the working links (in Lines 10 — 13). In order
to avoid contention, the amount of shared resource by backup
links should be no more than the idle resource on the working
path. Otherwise, extra resource should be assigned to backup
links.

The illustration of wireless channel sharing is shown
in Fig. 5, where the number on each wireless link denotes the
occupied channel, and the collision domain of each wireless
link is marked with dashed circle. The collision domain of
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FIGURE 5. lllustration of channel sharing.

a wireless link is defined as the set of wireless links that
interfere with the link, which will lead to a high error rate
and even cause transmission failure when they transmit data
simultaneously. We assume a virtual link whose end nodes
have been embedded onto the nodes A and E. When we
attempt to embed the virtual link, a physical path should
be built between A and E. By using the KSP algorithm,
we obtain three paths that are link-disjoint with each other,
p:A —> B —>C —>D— E,p:A—>F —> C —
D — Eandp):A - B —> C - G — E. As aresult,
there are six candidate embedding solutions, i.e., SOL =
{s0, s1, 82, 53, 84, S5}, Wwhere so = (po, null), s = (p1, null),
52 = (p2, null),s3 = (po, p1),s4 = (po, p2) and s5 = (p1, p2).
We take s3 and s4 as an example. The working path pg always
needs to be allocated the bandwidth resource. For the backup
path pp in s1, the links l;z r and lgc can reuse the idle resource
released by l;z pand/ gD. Therefore, we do not need to allocate
additional resource for them. For backup link p; in 53, the idle
resource released by 5, can be reused by 5. Since the
link lgE and its conflicting links on the working path occupy
different channels, it is required to allocate extra resource to
léE. Obviously, embedding solution s3 is better than s4 for
less extra resource cost.

VI. PERFORMANCE EVALUATIONS
A. SIMULATION SETTINGS
In the simulation, we evaluate a substrate FiWi access net-
work with 1 OLT, 4 ONUs (each ONU is equipped with
2 wireless gateways) and 36 wireless routers. The PON sub-
network is organized in a single tree structure with each
ONU connected with OLT in a fixed position. The WMN
subnetwork is deployed in a grid structure. Each router is
equipped with two Radio Frequency (RF) interfaces. Both
the transmission range and collision range of wireless router
is set to 100m. Different wireless links within the same
collision range share the channel capacity by means of time
division multiplexing. The RF interfaces are allocated chan-
nels according to IEEE 802.11a, with 11 orthogonal chan-
nels of 20MHz bandwidth for outdoor communication. The
settings of substrate link capacity and the failure probability
are shown in Table 2, where p denotes the average failure
probability of wireless link.

The number of virtual nodes in a VN follows uniform
distribution in the range of [2], [5] and node location requests
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TABLE 2. Parameter settings of substrate network [2], [31].

Parameters Value
Distribution fiber link capacity 1000 Mbps
CPU capacity of ONU 10000 units
CPU capacity of wireless router 100 units
Cable link capacity 100 Mbps
Wireless link capacity 54 Mbps
Fiber link failure probability 0.0001

Cable link failure probability 0.001
Wireless link failure probability uniformly in [ — 0.5, £+ 0.5]

TABLE 3. Benchmark algorithms.

Algorithm | Specification

Dh VNE based on the Dijkstra algorithm aiming at the
minimum hops [22], [43].

Du VNE based on the Dijkstra algorithm with the link
unavailability as weight [22], [43].

DPP-ILP ILP model of the SVNE based on dedicated path protec-
tion [16].

CSA-ILP ILP model of the SVNE based on channel sharing and
availability.

LSA-ILP ILP model of the SVNE based on link sharing and
availability.

CSA Proposed heuristic algorithm of SVNE based on channel
sharing, link Sharing and availability.

LSA Proposed heuristic algorithm of SVNE based on link
sharing and availability.

DPP Proposed heuristic algorithm of SVNE based on dedicat-
ed path protection [16].

are randomly generated. The link connectivity between any
two virtual nodes is 50%. The CPU demands of virtual nodes
follow uniform distribution in [1], [2] units and the bandwidth
demands of virtual links follow uniform distributionin [1], [2]
Mbps. To evaluate the effectiveness of proposed algorithm,
we make a performance comparison with previous VNE algo-
rithms [39] with regards to different criteria. Specifications of
the benchmark algorithms are shown in Table 4.

B. SIMULATION RESULTS AND ANALYSIS
In this subsection, we first verify the necessity of considering
connection availability during virtual network embedding.
Then, we compare the upper bound performance of SVNE
algorithms of CSA, LSA and DPP based on the results of
their ILP models which are solved with IBM ILOG CPLEX
12.1. Finally, we evaluate and analyze the performance of
the heuristic algorithms above in terms of bandwidth cost,
resource redundancy and virtual network acceptance rate.
The average availability and worst availability are eval-
uvated among Dh, Du and DDP with different settings of
wireless link availability,[0.85, 0.9], [0.9, 0.95] and [0.95,
0.99]. As shown in Figs. 6 and 7, the performance of Dh,
where only resource cost but not availability is considered,
is the worst. Specifically, the average availability of virtual
links is 0.76, 0.84 and 0.94 respectively for different set-
tings, while the worst availability of virtual links is 0.43,
0.6 and 0.82, respectively. Therefore, it is difficult for Dh to
meet the availability requests of virtual links. In comparison,
Du prefers to select links with high availability during the
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virtual link embedding. Thus, Du outperforms Dh in terms of
resource cost. In addition, DPP provides a completely disjoint
backup path for each working path and achieves the average
availability of 0.92, 0.96 and 0.99 and the worst availability
of 0.83, 0.93 and 0.98, respectively. It can be observed that,
as long as the availability of wireless links is not too bad, DPP
algorithm can meet the availability requests of most virtual
links.

Figure 8 shows the upper bounds of bandwidth cost
provided by solving ILP models of different mechanisms.
Bandwidth cost is defined as the total amount of band-
width resource that is used for SVNE. Since DPP provides
a completely disjoint backup path for each working path, its
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TABLE 4. Running time of heuristic algorithm and ILP (in seconds).

Node |Running time of heuristic | Running time of ILP (s)
number | algorithm(K=30) (s)

3 0.27 0.23

4 0.5 0.29

5 0.652 13.87

6 1.54 21.48

7 2.39 7038

bandwidth cost is the largest. Moreover, LSA embeds the
working and backup paths for each VN according to its
availability demands without the path disjointness constraint,
thus the cost of backup resource can be effectively reduced.
Finally, CSA can further reduce the cost of backup resource
by allowing backup links to reuse the idle radio resource
released by working links.

Figure 9 shows the comparison of bandwidth cost between
heuristic algorithm (K = 30 in KSP) and ILP for CSA with
different VN sizes in terms of virtual node number. It can be
observed that while the network size is small, the heuristic
CSA can achieve the optimal solutions. With the expansion of
network size, heuristic CSA is still able to yield the approxi-
mate optimal solutions (with the gap of less than 5.21%).

More importantly, heuristic CSA is time-efficient, espe-
cially when it comes to large VN sizes. Table 4 shows the
comparison of running time between the heuristic algorithm
and the ILP. With the network size increasing, the running
time of solving ILP model increases dramatically. Specifi-
cally, while the number of virtual nodes is 7, the running time
of ILP is nearly 3,000 times that of the heuristic algorithm.
In this case, the heuristic algorithm is obviously more advan-
tageous than ILP for real-time requests.

With the VN number growing, Fig. 10 and 11 display
the comparison of different algorithms in resource redun-
dancy ratio and VN acceptance ratio, respectively. It can be
observed that greater K value helps CSA reach closer to the
optimal solution. However, the performance of CSA will not
increase constantly with the infinite increase of K value due
to the finite size of solution space. When the value of K
increases above 30 (e.g., K = 50), the performance of CSA
is almost the same as K = 30 as shown in Fig. 11. There-
fore, CSA realizes a best compromise between computational
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complexity and performance when K = 30. Moreover, CSA
is better than LSA, which performs better than DPP. The
reason for this result is similar to the analysis aforementioned.
Particularly, in CSA, the average resource redundancy is
reduced by around 41.3% and 84.2% compared to traditional
LSA and DPP algorithms respectively, when the number of
VNs reaches to 50. Owing to the superiority in reducing
resource redundancy, CSA gains a rise of around 12.5%
and 112.4% in VN acceptance ratio over LSA and DPP,
respectively.

VIl. CONCLUSION

In this paper, we addressed resource-efficiently survivable
virtual network embedding in FiWi access network for robust
collaboration of objects in IoT service. We first put forward a
probabilistic model to quantify the connection availability of
virtual links. Then, we proposed a more fine-grained channel
sharing mechanism on the basis of link sharing. By taking
into account the availability requests of VNs, we formu-
lated the survivable virtual link embedding problem as an
ILP model aiming to minimize resource cost. Furthermore,
in order to support dynamic VN requests in a real-time
pattern, we proposed an efficient heuristic algorithm for the
survivable virtual network embedding to generate the approx-
imately optimal solutions in polynomial time. Simulation
results verified better performance of proposed algorithm in
terms of resource cost, VN acceptance ratio and resource
redundancy. In our future research works, we will focus on
the impact of QoS requirements of various IoT services on
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network resource utilization, which remains as an open issue
in previous works.
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