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ABSTRACT Today, the Internet of Things (IoT) is used for convenience in everyday life in many areas.
Owing to the fact that the data collected from the IoT are generated in large quantities, cloud computing
is inevitably used to store and analyze the data. However, cloud storage is not owned by the user, so it is
unreliable. Verifying the integrity of data collected in an IoT environment and stored in a cloud has two
problems: a large amount of data needs to be verified, and the data verification should be done directly on
the IoT device. Many methods for data integrity verification use trusted third parties and devices that provide
sufficient resources. However, it is difficult to directly apply existing research to the IoT devices that have
limited resources. This paper proposes a secure cloud storage service for an IoT environment that is based on
a provable data possession model and uses Bloom filters. The experimental results showed that the proposed
method saves time and has no significant differences in the verification rate with existing methods, even
though the Bloom filter causes false positives. Therefore, the proposed service can effectively process a
large amount of data generated in an IoT environment.

INDEX TERMS Access control, computer security, cryptography, data security, data storage systems,
distributed computing, Internet of Things.

I. INTRODUCTION
The continuous development of information communications
technology (ICT) has led to an Internet of Things (IoT)
environment that targets Internet connections for all devices.
IoT technology enables diverse devices, including small sen-
sors in a network, to have access to the Internet. Most IoT
services collect data through sensor technology and trans-
mit data to a cloud server over the Internet. The server
analyzes the data by using artificial intelligence technology,
generates information, and provides various services based
on this information. Because IoT collects large amounts of
data, cloud computing is inevitably used to store and analyze
the data. As shown in Fig. 1, various smart services based
on IoT services have emerged in diverse industries, such as
healthcare, transportation, and home appliances [1], [2].

The basic operations of IoT-based services are as fol-
lows: Sensors are installed in objects to detect environmental
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information, and the detected data are sent through the Inter-
net to a server for analysis. The server receives and analyzes
the data to extract meaningful information, which is defined
as data necessary to provide a specific service. Information
can be acquired according to the data analysis method to
provide users with useful services. Fig. 2 illustrates the IoT
process, which consists of data collection and transmission,
communication, data analysis, and services. In other words,
IoT services are not only for detecting information but also a
communication service for data transmission, a cloud service
for storing and managing information generated from mas-
sive data, an artificial intelligence technology for data analy-
sis, and control technology to control object devices. In recent
years, various studies have been conducted on collecting data
via sensor technology for analysis and processing [3]–[5].

For a system to be user-friendly, correct data analysis is
needed. This requires the data collected from sensors to be
well-managed. Based on the collected data and information
generated through analysis, appropriate services can be pro-
vided to users. However, if this information disappears or
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FIGURE 1. Various sample domains of internet of things service.

FIGURE 2. IoT services processes and key technologies.

is corrupted, providing users with the right services will be
difficult.

For example, the smart home system is a representative IoT
service. Home appliances connected to the Internet produce
information and transmit it to other objects and people in a
residential environment with an established wired/wireless
communication network. The smart home system aims to
improve the quality of life of residents by determining and
predicting their demand and 2making decisions with a certain
level of automation.

Smart homes involve various fields and have expanded
in application in recent years. Smart home solutions and
services (including cloud and big data on the backend) con-
nect and control multiple smart devices, including home

appliances, lighting, energy management, network, security,
HVAC (heating, ventilating, and air conditioning) and home
entertainment. In the future, smart homes will also include
home-use robots and virtual reality.

However, if the control of various devices in a smart home
refers to the wrong data, this may not only be inconvenient
to users but also life-threatening if the wrong service is
provided. For example, if incorrect data are recorded by an
HVAC system when the temperature is normal, the smart
system will attempt to reduce the temperature of the living
space, which can lead to false control.

Therefore, data collected from IoT services and the
extracted information should be managed securely. IoT ser-
vices generate very large amounts of data that must be stored
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TABLE 1. Statistics of data corruption incidents.

in a cloud. However, cloud storage services are basically
untrusted storage. There is a risk that data stored in a cloud
may disappear or be tamperedwith. The service is not directly
managed by the user; the user only stores and retrieves data
from the cloud service provider. Therefore, the data in the
cloud storage may be corrupted or lost, or the server may
go down and the user will be unable to access the necessary
data. Wang et al. analyzed data corruption incidents in a
typical cloud storage system [6]. As indicated in Table 1,
the data from cloud storage were not reliable. In the table,
YARN stands for ‘‘yet another resource negotiator,’’ and
HDFS stands for ‘‘Hadoop distributed file system.’’

This paper proposes a secure cloud storage service for an
IoT environment that is based on an effective provable data
possession scheme using a Bloom filter, which is a time- and
space-efficient data structure that allows for some errors [7].

The Bloom filter is represented by an array of m bits for
set S = s1, . . . , sn of n elements. The bits of all arrays
are initialized to zero. The filter uses r independent hash
functions h1, . . . , hr . Each element s of set S is set to 1 in the
array where h1(s), . . . , hr (s) are located. The same position
may be repeatedly set to 1, but a position set to 1 cannot
be reset to 0. If element a belongs to set S, this can be
determined by checking whether or not every position bit of
h1(a), . . . , hr (a) is 1. If all of the position bits identified in
the array are 1, a belongs to set S. However, a Bloom filter
operates according to a hash function, so false positives may
occur due to a collision. This is an error saying that an element
belongs to a group even though it is not actually a member.
On the other hand, the Bloom filter has a feature that no false
negatives occur, where an element included in the group is not
a member. For this reason, the Bloom filter is a very effective
data structure for confirming that an element is a member of
a group if it treats only false positives well.

This paper is organized as follows. Section II provides
an overview of related provable data possession schemes
considered in this study. Section III introduces the proposed
scheme. Section IV presents an analysis of the experimental
results. Finally, Section V presents the conclusion.

II. RELATED WORKS
Cloud storage services are not only available to end users in a
similar format to online shared folders but also provide stor-
age in a variety of forms as needed. As presented in Table 2,
storage services are shared for reduced data traffic and storage
space efficiency, and data are stored unencrypted [8].

TABLE 2. Online storage service provider.

FIGURE 3. Preprocessing of PDP technique and data store method.

Services that provide storage other than online storage
encrypt and store data but do not provide information about
how data are stored internally. The problem is that it cannot
be known whether the data are shared internally or tampered.
For this reason, various studies have been conducted to verify
the possession of data in unreliable storage, such as in cloud
storage services [9], [10].

Li et al. proposed Secure Untrusted Data Repository
(SUNDR), which is a network file system that securely stores
data on untrusted servers [11]. SUNDR uses hash trees and
chains to prevent fork attacks and ensure that data are not cor-
rupted. It then verifies data stored in an untrusted third server
through indicators such as provable data possession (PDP)
and proof of retrievability (PoR) at the same time without
retransmission of the actual data.

Ateniese et al. proposed a PDP scheme [12] that consists
of two processes. The first is a preprocessing procedure,
as shown in Fig. 3.Metadatam are generated with RSA-based
homomorphic verifiable tags (HVTs) before the data are
stored, and the metadata F are added to the file F to be
stored in the server F ′ without any other operations being
performed. The metadata are kept by the user and used for
comparison in the next verification stage.

In the second process, the client verifies the actual own-
ership of the data stored in the server, as shown in Fig. 4.
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FIGURE 4. Data possession verification of PDP.

FIGURE 5. POR system model.

If the ownership is verified, the client generates a random
number R and sends it to the server; the server sends the
random number P to the client with the attached metadata
for the file that received the verification request. The client
receiving the result from the server checks the final result
against the proof of ownership of the data by comparing it
with the previously stored metadata.

PDP can be used to prove probabilistic integrity rather than
a survey of all the data, as evidenced by the data ownership
verification test method. The client can prove ownership
of the data without storing the actual data. Ateniese et al.
proposed a PDP scheme that considers active storage [13].
However, it only supports basic block operations with limited
functionality and does not support block addition operations.

Erway et al. proposed dynamic provable data posses-
sion (DPDP), which is an expansion of PDP [14]. The pro-
posed technique provides an authenticated dictionary with an
RSA tree to help efficiently delete, modify, and add stored
data.

Fig. 5 shows the POR scheme proposed by Juels et al.,
which works similar to the PDP scheme [15]. However, it dif-
fers from PDP in that it does not store the metadata generated
from the file but encrypts it through data encoding, stores it
in the server, stores the key used for encoding, and uses the
key when the metadata are verified in the future.

The user can verify the integrity of data stored in the
server by using some requested information without down-
loading the entire data from the file. This is a very important
factor in evaluating the integrity of large amounts of data
or files. Bowers et al. used POR for deriving theoretical
implementation results [16]. However, POR does not support
the verification of highly variable data, and decoding opera-
tions performed during verification require a relatively large
amount of resources.

Shacham and Water presented an improved POR scheme
that can ensure complete security against attacks bymalicious
users [17]. Two types of techniques have been proposed. First,
the Boneh–Lynn–Shacham (BLS) signature uses a bilinear
map for verification and a signature as a group member of
an elliptic curve. It is a public verification method with a
short query and response [18]. Second is a private verifi-
cation technique that uses relatively long queries and short
responses. Both schemes aggregate queries and responses
based on homomorphic attributes but require complicated
computation.

Wang et al. proposed a security model that guarantees the
integrity of stored data through public verification in a cloud
environment. However, the external verifier does not guar-
antee the privacy of the user’s data. For example, there is a
potential threat that the user data reveal important information
to the verifier [19], [20].

HAIL is a widely available scheme that applies an integrity
layer to the cloud environment to extend the basic advantages
of the redundant array of inexpensive disks (RAID) [21]. This
scheme improves the message authentication code (MAC)
to an integrity-protected error correcting code (IP-ECC) for
increased security and efficiency and uses a verification
approach similar to the POR technique. This technique can be
applied to multiple server environments. However, the prob-
lem with RAID-based schemes is that one file must be con-
verted to one distinct segment and stored in one server.

Zhu et al. proposed a cooperative provable data posses-
sion (CPDP)model in which data are verified in amulti-cloud
storage environment, and a hierarchical hash index is applied
to the PDP [22]. This scheme is cost-effective regarding com-
putation and communication and has the advantage of being
able to respond to various security attacks through continuous
auditing. Yang and Jia proposed a cryptographic algorithm-
based audit protocol to solve the data privacy problem where
the auditor cannot recover the data block through an audit
and neither the information used in the verification nor the
contents of the original data are exposed [23]. Recently, var-
ious studies have been conducted to verify the data integrity
of a cloud environment with regard to IoT. Liu et al. pro-
posed a secure IoT data storage audit protocol based on
Yang and Jia’s technique and analyzed its performance [24].
They also conducted experiments to find the optimal values
and outperformed Yang and Jia’s technique. Sai et al. used
a third-party proxy computing platform with fully homomor-
phic encryption to verify data integrity [25]. However, most of
the existing proposed schemes generate metadata by using a
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public key scheme such as RSA, pairing-based cryptography,
and homomorphic encryption. Thus, a relatively large amount
of resources is used for generating metadata and verifying
data possession.

Aditya et al. proposed using a Bloom filter for each block
of data stored in a server to verify data possession [26].
The advantage of this method is that using a Bloom fil-
ter allows more space for computation and metadata com-
pared to existing techniques. However, if a single file has
1000 blocks and the positive error rate of the Bloom fil-
ter is 0.0001, the reliability of the verification probability
for one file is positive for all blocks; if it is not found,
the reliability is only about 90%. In addition, during the
data ownership verification, the entire file is downloaded
from the server, and the encrypted Bloom filter has to be
decrypted.

Thus, a secure cloud storage service requires a technique
that can effectively verify a large amount of data generated
in an IoT environment and that does not cause data privacy
problems.Many existing studies have used a public key based
on a cryptographic algorithm to encrypt plaintext for check-
ing by a third party, which has relatively high computation
costs. To solve this problem, we propose a provable data
passion scheme that uses a Bloom filter instead of encrypting
plaintext as the public key for data verification.

III. CLOUD STORAGE SERVICE BASED ON PROVABLE
DATA POSSESSION USING BLOOM FILTERS
For proprietary verification techniques of data in unreliable
storage, the metadata are generated and recorded before the
data are stored. The user then performs a query to verify the
data stored in the server, which returns the corresponding
result. The user can compare the data returned from the server
and the metadata recorded when the data were stored to
determine whether the stored data were altered or lost.

The essential features of this system are the size of the
query used for verification, the time to generate the query,
the time to evaluate the response received from the server,
the time for the server to generate the query response, and the
size of the query response. The time required to generate
the metadata is relatively insignificant because it only occurs
when the initial data are stored.

Data in a cloud storage environment are divided into blocks
and stored in the server. These blocks may be physically
stored in the same server or in physically separate servers.
Therefore, some blocks constituting the data can run into
problems when the data are shifted, modulated, or lost.
Table 3 presents the notation used in the proposed data
possession scheme.

In the proposed method, to prove ownership of the server,
the data in cloud storage are divided logically into n blocks,
and each block is set as a group member of the Bloom
filter. Because the proof of data ownership based on PDP is
probabilistic, if the positive error rate of the Bloom filter is
set to the same level as 0.0001, it will not have a significant
influence on the verification of the data ownership.

TABLE 3. Notation for data possession scheme.

FIGURE 6. The pre-process for provable data possession using Bloom
filter.

The proposed method can be divided into preprocessing
and integrity verification. During preprocessing, the data
owner creates a trapdoor with the block and its public key
instead of keywords, such as a searchable encryption method
from the data, before the data are stored on the server. Then,
a code word is generated with a private key (e.g., a unique
identification of data only known to the owner or a trusted
third party), and a Bloom filter is set to generate a data
ownership verification index. This index is stored by the
owner or a trusted third party. Also, if the index is constructed
using multiple Bloom filters with high false positive, it will
be more effective in terms of security [27].

Fig. 6 illustrates the preprocessing of the proposed scheme.
The user storesM = {m0,m1, . . . ,mn−1} consisting of n data
blocks in the server for data ownership verification. When
the data are stored, the user calculates the number of blocks
of data M to be stored and generates a Bloom filter with the
number of blocks and positive error rate.

For each block of data, the trapdoor = {x1, x2, . . . , xr}
is generated with the public key Kpub. This is used to gen-
erate the Bloom filter for generating the data ownership
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verification index (IntegrityVerifyIndex). The codeword =
{y1, y2, . . . , yr} is calculated from the trapdoor and its secret
key Kpriv, and the position corresponding to the codeword
result in the Bloom filter is set to 1. This operation is repeated
from block m0 to mn−1 to determine the data ownership
verification index from the Bloom filter.

The preprocessing is similar to creating an index of a
document in searchable encryption, where each block of data
acts as a keyword contained in the document. However, in a
searchable encryption scheme, the key used to generate the
trapdoor cannot be exposed because it is a secret. In the data
ownership authentication scheme, the key for generating the
trapdoor may be exposed to the outside as public. When a
user verifies future data, even if a malicious user creates a
trapdoor with a public key, it is impossible to create a trapdoor
corresponding to the blocks being verified if the original data
are not possessed.

The data possession verification process is as follows.
First, an auditor such as a data owner or trusted third party
randomly generates numbers of blocks of data for integrity
verification and sends them to the server. Second, the server
creates a trapdoor for each block requested by the auditor by
using the public key of the data owner, sets it in one Bloom
filter, and sends the Bloom filter to the auditor as a trapdoor
that responds to the query. Third, the auditor can calculate
the codeword by using the received trapdoor and obtains
the verification result by referring to the data possession
verification index.

FIGURE 7. The verification process for provable data possession using
Bloom filter.

Fig. 7 represents the verification process. The auditor sends
Challenge, which includes a proven file path and selected
random list of blocks Bn = {bn0, bn1, . . . , bnj−1}, to the
server. The server that receives Challenge from the auditor
generates the Bloom filter BF by using an already known
false positive rate and the public key. When all trapdoors
corresponding to Bn overlap and the trapdoor is generated,
it is transmitted to the auditor to verify possession of the data
through the Verify() operation. If the result is true, there is no
abnormality. If it is false, it indicates that the data have been
modified.

The Verify() operation computes the codeword y by using
a pseudo-random function made up of the private key Did ,
which is an integrated trapdoor {x0, x1, . . . , xrt } matched to
each block received from the server. The y-th position of the
calculated index is confirmed to be set to 1; if any is set to 0,
the evaluation result is returned as false. On the other hand,
when the corresponding position of the index is confirmed to
be set to 1 for all codewords calculated from the trapdoor,
there is determined to be no forgery or tempering, and a
positive value is returned.

TABLE 4. The influence of false positive rate on probability of data
corruption detection.

And the influence of false positive rate on probability of
data corruption detection is shown in Table 4. In generally,
the probability of data corruption detection is expressed as
1−(1−ρ)t in the provable data possession schemes. Pd is the
probability of detection according to this formula, and P′d is
the probability with the false positive rate in Table 4. It shows
that the closer the false positive rate to the corruption rate, the
lower the detection rate. However, as the false positive rate
is lower and the number of sampling is higher than the data
corruption rate, the false positive does not significantly affect
the data corruption detection.
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TABLE 5. Comparison of POR/PDP schemes for one file consisting of N blocks.

The proposed scheme is relatively efficient compared to
the existing RSA-based data possession verification scheme.
This is because, the server does not perform any operations
when storing data but merely generates a Bloom filter for
blocks being queried during the data possession verification
process. In addition, even when the value of the trapdoor
transmitted from the server to the auditor is exposed, no infor-
mation can be inferred about the verification index or the data
stored by the data owner.

In other words, there is no way to deduce the value or key
of the data from this information, so it is safe from attack
by a malicious user. With regard to the communication time
between the server and auditor, it takes a fixed amount of
time to return the trapdoor made of the same size as the
Bloom filter, regardless of the number of data blocks being
sampled for the stored data. Finally, the auditor can use simple
hashing operations for verification, so the computation time
is relatively efficient.

Table 5 compares the performance of the proposed scheme
with that of the existing data ownership verification schemes
for a single file consisting of n blocks. t is the number of
blocks used for sampling during verification, and s is the
number of sectors in each block. ρ denotes the probability
of block corruption, and Pf denotes the false positive rate of
the Bloom filter when used.

The proposed method did not show much difference with
the existing techniques in terms of the operations of the cloud
service provider, client, and between the server and client.
The detection probability seemed to be lower because of false
positives. However, if the Bloomfilter is used for verification,
it has an advantage compared to existing methods in terms
of the time for the O(t) operation. As mentioned previously,
if the false positive rate is set to a very small value, it will not
have a large effect on the probabilistic model for possession
verification.

Finally, the additional consumption of cloud storage is not
required in the proposed scheme. In the case of the POR
scheme, which is an early study, about 2% of the original
data was required for verification. However, recent researches
such as the proposed method generate the metadata required
for verification by using the data stored in the server when the
query for the verification is received. Therefore, no additional
storage space is required in the server, and there is only a
problem managing the key to generate verification data. The
key management is not considered as a separate issue in the
study.

IV. EXPERIMENTAL AND SECURITY ANALYSIS
The proposed data possession verification schemewas imple-
mented in a cloud environment based on the Hadoop file
system. For the experiment, a cloud environment was con-
structed by connecting twelve data nodes with the same
specifications as one name node. The false positive rate of the
Bloom filter for the data ownership verification index used in
the proposed method was set to 0.0001. The target data were
stored in a file size of 1.4 GB, and each block was set to a
size of 1 MB. The purpose of the experiment was to analyze
the influence of the false positive rate on the verification
probability and to evaluate the temporal efficiency of the
proposed method.

A. EFFICIENCY OF DATA CORRUPTION DETECTION
The data ownership verification index with the Bloom filter
and false positive was used to measure how the verification
probability is affected by data corruption. The corruption
rate of the file stored in the server was increased in increments
of 1% from 1% to 10%. For each corruption rate, the number
of blocks constituting the entire file was increased in incre-
ments of 10% from 10% to 50%. The sampling process of
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querying the corresponding blocks was repeated 100 times
after arbitrary blocks were selected.

The execution time was measured to evaluate the effective-
ness of the proposed data ownership verification technique.
The storage server compared the time taken to establish the
Bloom filter by accessing the block according to the block
list received from the data auditor, the sampling time, and the
time to obtain trapdoor. The trapdoor obtained by the auditor
in response to the query from the data possession verification
index was used to determine the required verification time.

FIGURE 8. The probability of data corruption detection by sampling rate.

Fig. 8 shows the experimental results on how many blocks
should be checked for data possession according to vari-
ous corruption ratios of the original data. In other words,
it indicates the detection rate of data corruption at differ-
ent sampling rates. The x-axis represents the sampling rate,
and the y-axis represents the probability that data corruption
is detected. Legends 1–10 show the corruption rate of the
original data.

Blocks were randomly selected from 1% to 10% for
corruption. The sampling rate was increased in increments
of 10% from 10% of the total block for data to 50%, while the
corruption rate was increased in increments of 1%. In total,
100 validation queries were performed. The results showed
that corruption was detected at a rate of 99% or more with a
sampling rate of only 10% except at corruption rates of 1%
and 2%.

Using the Bloomfilter for verification is a similar approach
to some existing techniques. However, because the proposed
method generates a Bloom filter for each block, a positive
error in the data of each block may not make it suitable for
use. On the other hand, while the proposed scheme has a false
positive rate, it is set to a small value for one file. Therefore,
the false positive rate does not have a significant influence on
the evaluation of PDP.

In addition, even if the corruption rate of the data is 2%,
the detection rate is 99% or more at a sampling rate of 20%,
and data corruption can be verified at a corruption rate
is 1%. Therefore, the results in Fig. 8 show that the proposed
scheme performs well compared to existing techniques even

FIGURE 9. The sampling time by sampling rate.

FIGURE 10. Verify time by sampling rate.

when a Bloom filter with a false positive rate is used for data
possession verification.

In order to verify possession in the PDP scheme, the time
required for the verification query on the server side needs
to be evaluated. Fig. 9 shows the time at which the server
sampled the list of blocks that received a validation query
from the user. The x-axis represents the sampling rate, and the
y-axis represents the sampling time. The experimental results
showed that the sampling time increased linearly with the
sampling rate, and the time required by human beings was
the result of the second unit.

When we created a trapdoor for 10% of 1.4 GB of data,
it took 4 s to read 140MBof data with a hashing-based Bloom
filter, while an RSA-based operation would take insert time.
Sampling also took place on the server regardless of the envi-
ronment of the user performing the verification. This means
that the user did not consume many resources. Therefore,
the time to verify all of the data can be verified.

Fig. 10 shows the measured time spent by the auditor to
evaluate the data verification. The time required for sampling
was relatively short compared to the time required for creat-
ing the trapdoor to respond to the verification request made
by the server. The x-axis represents the sampling rate used
to verify data possession, and the y-axis represents the time
spent to verify the data possession. Legends 1–10 represent
the probability of data corruption.
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The experimental results showed that, because of the char-
acteristics of the Bloom filter used to verify data possession,
the detection time decreased as the sampling rate increases.
This is because the probability that a corrupted block was
selected increases with the sampling rate. The trapdoor value
for the corruption block was effectively detected when con-
verted to a codeword and compared with the data verification
index.

The results of the detection probability of data corruption
according to the sampling rate showed that the false positive
of the Bloom filter did not affect the performance. Rather,
when the corruption rate increased because of the characteris-
tics of the Bloom filter, the corruption could be detected with
only a small sample. In addition, although the detection time
increased linearly with the sampling rate, the Bloom filter
based on the hash function was evaluated to be more effective
in terms of the execution speed and required resources than
public key-based methods such as RSA, pairing-based cryp-
tography, and homomorphic encryption. Therefore, if an IoT
device with limited resources wants to evaluate the corrup-
tion of its own data, the proposed technique would be more
effective.

FIGURE 11. The comparison of server resource efficiency by the methods.

Recent studies have generally used dynamic provable pos-
session when verifying data. In other words, metadata is
not stored in the server but generated when queries are
received from user. Nevertheless, the size of the metadata
that must be generated for verification can have a significant
impact on the memory of the server. Fig. 11 compares the
total capacity required by the total number of blocks of the
proposed method with a similar method using the Bloom
filter. Aitya16 requires 16-bit metadata for one block, and
Aditya24 requires 24-bit metadata. The proposed scheme
uses about 14 bits per block when constructing a Bloom filter
with positive error of 0.0001. As another method, SHA-1 or
SHA-2 requires more than 10 times as much as 160 bits
and 256 bits per block, and methods such as RSA based or
HVT require the same size as the block size. Therefore, the
proposed method is effective in terms of resource efficiency
of the server.

B. SECURITY OF PROPOSED SCHEME
Communication between the user and the remote repository
occurs to prove possession of remotely stored data. The origi-
nal data should not be inferred through queries and responses
in the communication. It can be assumed that the communi-
cation channel is not secure. In other words, the data that is
sent and received by the user and audit system server can be
assumed to be obtainable by an attacker. In this environment,
the attack model of malicious attacker was introduced by
J. Baek et al.AsGame 1 and Game 2 [28]. Game 1 is a case in
which the server can not be trusted, and Game 2 is an attack
by an external attacker. Therefore, the audit system should be
able to cope both when the server is unreliable and when it is
attacked by an external attacker.

The proposed system with false positive is difficult to
analyze the key used for encryption based on the collected
trapdoor in the security of Game 1. It is also difficult to
analyze the key of the encryption scheme by comparing
the trapdoors that is generated using random keys based
on known encryption scheme and is collected from public
channels by attacker in the security of Game 2. Even in the
proposed method, the system constituting multi-indices will
increase the time to generate the trapdoor, which will be a
disadvantage for the attacker [27].

V. CONCLUSION AND FUTURE WORK
Because IoT services generate massive amounts of data,
a cloud computing environment is highly effective for storage
and data analysis. However, because cloud storage is not
owned by the user, it is untrustworthy. Therefore, the user
must verify that the stored data are not corrupted. In addition,
a highly effective verificationmethod is required to handle the
large amount of data. This paper proposes a secure cloud stor-
age service based on a PDP scheme that uses a Bloom filter
for an IoT environment. The proposed scheme is not based on
a public key like RSA, bilinear mapping, or homomorphism.
However, it can effectively prove data possession with the
Bloomfilter. The advantages of the proposed scheme in terms
of space and speed for storing computation and metadata are
competitive with those of existing techniques.

The experimental results showed that the proposed method
saves time and has no significant differences in the verifica-
tion rate with existing methods, even though the Bloom filter
causes false positives. Therefore, the proposed service can
effectively process a large amount of data generated in an IoT
environment, such as smart homes. Future work will involve
adjusting the level of data possession verification according
to the services provided to users based on specific scenarios.

The proposed method was not applied to transferring data
from a specific IoT device to cloud storage and verifying the
stored data. There aremany types of IoT devices, and auditing
data considering the characteristics of each device takes a
long time. Therefore, future work will involve analyzing the
performance of the proposed scheme in a virtual machine for
supporting various IoT devices and cloud storage [5].
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APPENDIX
The Bloom filter is a time- and space-efficient data structure
that allows for some errors. The Bloom filter is represented
by an array of m bits for the set S = s1, . . . , sn of n elements.
The bits of all arrays are initialized to zero. The filter uses
r independent hash functions h1, . . . , hr . Each element s of
the set S is set to 1 in the array where h1 (s), . . . , hr (s) are
located. The same position may be repeatedly set to 1, but
the value of a position set to 1 cannot be reset to 0. If the
element a belongs to the set S, this can be determined by
checkingwhether every position bit of h1(a), . . . , hr (a) is 1 or
not. If all position bits identified in the array are 1, a belongs
to the set S. However, Bloom filters operate based on a hash
function, so false positives occur because of collisions. False
positives are an error that says an element belongs to a group
even though it is not actually a member. On the other hand,
the Bloom filter is featured by no false negatives, where the
element included in a group is not a member.

A false positive error in a search system would require
another search, which would reduce the efficiency of the
system. Setting the false positive rate to a small value would
be sufficient. However, this requires increasing the size of
the Bloom filter. A fixed-size Bloom filter changes the false
positive rate depending on the number of elements stored.
Therefore, a Bloom filter is needed with a false positive rate
that can be effectively used in a system. If the false positive
rate required by the system and the word count n of the
document are determined by the characteristics of the Bloom
filter, the size of the Bloom filter can be determined in m bits
by the following method.

First, the false positive rate Pf required by the system
is determined. Pf is the probability of a positive outcome
from a search that should return a negative result. Second,
the number r of keys used for the pseudo-random function
from Pf is calculated. In the Bloom filter, Pf is given by (1).
This rate should be minimized to satisfy (2).

Pf =
(
1− (1− 1/m)nr

)r
≈

(
1− e−rn/m

)′
(1)

r = (ln 2)(m/n) (2)

Pf =
(
1− e− ln 2mn ×

n
m )

r
)
=

(
1−

1
2

)r

= (1/2)′ (3)

When the system has the number of keys used in the
pseudo-random function as given by (2), Pf can be calculated
with (3). By converting the number of keys used in the
required pseudo-random function to the expression for Pf ,
the following is obtained:

r = − log2
(
Pf

)
(4)

Finally, if the number of words contained in all the docu-
ments and the number of pseudo-random function keys are
determined, the size of the Bloom filter can be calculated as
follows:

m = nr/ ln 2 (5)

Thus, the Pf required for a system using a Bloom filter is
determined in general. This value decreases as the number of

pseudo-random function keys increases. Therefore, the size
of the Bloom filter is increased to reduce Pf . However,
infinitely increasing the Bloom filter has an adverse effect on
the search efficiency. Therefore, it is necessary to understand
the characteristics of the system using the Bloom filter and to
determine the parameters that optimize the Bloom filter for
the system.
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