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ABSTRACT To detect the salient object in natural images with low contrast and complex backgrounds,
a saliency detection method that fuses global and local information under multilayer cellular automata is
proposed. First, a global saliency map was obtained by the iteratively trained convolutional neural network
(CNN)-based encoder-decoder model. Moreover, to transmit high-level information to the lower-level layers
and further reinforce the object edge, the skip connections and edge penalty term were added to the network.
Second, the foreground and background codebooks were generated by the global saliency map, and sparse
coding was subsequently obtained by the locality-constrained linear coding model. Thus, a local saliency
map was generated. Finally, the final saliency map was obtained by fusing the global and local saliency
maps under the multilayer cellular automata framework. The experimental results show that the average
F-measure of our method on the MSRA 10K, ECSSD, DUT-OMRON, HKU-IS, THUR 15K, and XPIE
datasets is 93.4%, 89.5%, 79.4%, 88.7%, 73.6%, and 85.2%, respectively, and the MAE is 0.046, 0.067,
0.054, 0.044, 0.072, and 0.049. Ultimately, these findings prove that our method has both high saliency
detection accuracies and strong generalization abilities. In particular, our method can effectively detect the
salient object of natural images with low contrast and complex backgrounds.

INDEX TERMS Saliency detection, global and local maps, multilayer cellular automata, CNN-based
encoder-decoder model, sparse coding.

I. INTRODUCTION
In recent years, various image acquisition devices have
emerged, and image resources have become increasingly
more abundant, consequently resulting in the severe problem
of image information redundancy. Acting as an image pre-
processing method, saliency detection can make the salient
objects that are of interest to human beings stand out
and eliminate the background (i.e., redundant information)
greatly. Thereby, saliency detection has become a hot topic
in the field of computer vision [1]–[19].

For those traditional saliency detection methods that rely
on global information, while they can detect the salient object
to some extent, they usually cannot suppress background
noise well enough [7], [16]. For those relying on local infor-
mation, they often cannot find the salient objects well, or even
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not at all [17]. For those relying on both global and local
information, they usually depend on simple contrast calcu-
lations and limited prior cues and cannot properly detect
the salient object of natural images with low contrast and
complex backgrounds [1]–[7].

To solve these problems, one of the mainstreammethods is
to mimic the mechanism of the human visual system (HVS).
In the last 22 years, the research on saliency detection has
made great progress. However, the mechanism of HVS has
not been fully clarified. Although the deep neural network has
been developed and is helpful for saliency detection [8]–[15],
saliency detection failures still often occur because of the spe-
cial structure of the local receptive field and the information
loss after the pooling operation in the encoder part [8]–[15].

Therefore, we propose a model that combines a deep
neural network and the traditional saliency detection algo-
rithm to extract global and local information effectively, and
we describe the boundary and local details of the salient
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object sufficiently. First, a global saliency map was gen-
erated by the convolutional neural network (CNN)-based
encoder-decoder model. Second, a local saliency map was
obtained by the locality-constrained linear coding model.
Finally, the final saliency map was generated by fusing the
global and local saliency maps under the multilayer cellular
automata framework.

In short, the main contributions of this work are as follows:
(1) The convolutional network have significant advan-

tages in image processing, so we propose a CNN-based
encoder-decoder model to extract the salient object global
information. To reduce high-level information loss and avoid
ambiguous boundaries, our network employs skip connec-
tions and an edge reinforcement term to improve the saliency
detection results. In short, our network has a lightweight yet
powerful network structure and makes the best of high-level
and spatial information to achieve the best saliency detection
performance.

(2) We make the utmost of deep learning and traditional
methods. The global saliency maps generated by our deep
network are used to generate local codebooks; then, the local
information is represented in codebook reconstruction by
using the locality and sparsity coding method. The coding
method focuses on superpixels, which are of region-level
saliency detection and can extract necessary local spatial
information to make up for the lack of pixel-level saliency
detection.

II. RELATED WORK
Most of the traditional saliency detection methods are used
to handcraft image features and extract effective priors.
Sun et al. [3] proposed a detection approach that highlighted
salient objects by using the relationship between saliency
detection and Markov absorption probability. The image
is represented as a graph, which is then reconstructed by
the absorbing Markov chain. The position of the salient
object is determined by the absorption probability matrix,
and the saliency map is obtained by foreground prior sort-
ing. Zhu et al. [4] introduced a more complex and robust
boundary prior to assist in saliency detection and proposed
a background detection algorithm based on boundary con-
nectivity to characterize the spatial information of image
regions relative to image boundaries. Tong et al. [5] proposed
a learning mechanism to solve the problem of the inaccuracy
and restriction of feature representation in prior knowledge.
Namely, the weak saliency detection model is built by merg-
ing various low-level features of the image, and the strong
saliency detection model is iteratively trained by using the
AdaBoost-enhanced learning method. Tong et al. [7] calcu-
lated the global saliency map via the low- and high-level pri-
ors, utilized the locality-constrained linear coding to generate
the local saliency map based on the codebook generated from
the global saliency map, and optimized them to obtain the
final saliency detection results. However, for those images
that do not meet a priori criteria, such as those with low

contrast and complex backgrounds in our work, the feature
representation ability must be stronger, and the target edge
cannot be ignored. Moreover, the information of local details
has to be considered.

In recent years, deep learning networks have achieved
great success in saliency detection. Wang et al. [8] utilized
the deep neural network to extract the image features of
the local patch and calculated the saliency value of each
pixel. Based on the local salient results, global contrast and
geometric information (as the target candidate regions of the
global features), the saliency values of the predicted region
are calculated by the deep neural network, and the final
saliency map is obtained by weighted fusion. Li and Yu [9]
proposed a deep neural network saliency detection algo-
rithm that could extract multiscale features by using the top
fully connected layer of convolutional neural network (CNN)
to extract image features at three different scales, and the
spatial coherence was adopted in the algorithm such that
the multiscale results were fused by linear combination.
Lee et al. [10] proved that hand-crafted image features could
provide complementary information to compensate for the
performance of a high-level feature detection model. There-
fore, a deep learning framework is proposed to fuse high- and
low-level features. Among them, high-level image features
are extracted by the VGG network, and low-level image
features are obtained via distance maps between other parts
and are encoded by CNN. Subsequently, the high- and low-
level image features are connected to the fully connected
classifier to obtain regional saliency results. Li et al. [11]
proposed a multitask deep detection model based on a fully
connected CNN. The intrinsic relationship between saliency
detection and semantic segmentation can be explored by
a multitask learning mechanism. By collaborative learning,
the features of the fully connected convolution layer can be
shared and can effectively reduce the redundant information.
Zhang et al. [12] built a fully connected deep CNN model
with a convolutional encoder-decoder architecture to learn
deep uncertain convolutional image features via a reformu-
lated dropout, and they proposed a novel hybrid upsampling
method to reduce the checkerboard artifacts of deconvolution
operators. To enable salient objects to be unambiguously
annotated in complex background images, Chen et al. [13]
put forward a two-stream fixation-semantic CNN. The fix-
ation stream and semantic stream are utilized to obtain the
fixation prediction and semantic perception, respectively;
subsequently, the two predictions are fed to the inception-
segmentation module to fuse the fixation density image fea-
ture and semantic segmentation image feature. Hou et al. [14]
put forward a saliency detection model by introducing
short connections into a holistically nested edge detector to
provide more powerful image feature representations. The
short connection structure can enrich high-level semantic
image features, and high-quality regions are then detected.
Zhang et al. [15] proposed a progressive attention-guided
network via the attention mechanisms to extract attentive
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image features, along with the multipath recurrent feedback
to generate multilevel semantic contextual information and
transmit it from the top layers to the shallower layers.

In summary, although the deep CNN can achieve signif-
icant performance in image feature extraction, traditional
methods are still needed to assist the deep CNN in perform-
ing better saliency detection. Therefore, our model employs
a deep CNN and local coding fusion to not only extract
rich and clear global information but also address the local
details. Namely, we put forward a saliency detection method
based on a CNN-based encoder-decoder model and locality-
constrained linear coding (LLC) model.

Zeiler et al. [20] extracted the mid- and low-level image
features by unsupervised feature learning and iteratively
trained the deconvolution network until the error between
the original and reconstructed images was minimal; subse-
quently, Zeiler et al. [21], [22] proposed a deconvolution
network for learning mid- and high-level features. The hier-
archical network is constructed by a cross-convolution sparse
coding layer and a maximum pool level. In the encoding
and decoding stages, Noh et al. [23] introduced the autoen-
coding structure to integrate the convolution network with
the deconvolution network for semantic image segmentation.
Similarly, the global saliency detection was implemented
by the CNN-based encoder-decoder model in our work,
whose structure consists of two components, convolution and
deconvolution.

Wang et al. proposed a LLC model [24], which inher-
ited the small reconstruction error from sparse coding in
the encoding process and introduced a locality constraint to
represent the feature vectors. Wu et al. [25] utilized the LLC
model, instead of the complex calculation of the posterior
probability of the Fisher vector, to obtain a simpler global
description for image retrieval. Wang et al. [26] argued that
there was no salient similarity between the dictionary and the
image features, and they improved the LLC model by salient
similarity (the salient k-nearest neighbor search algorithm
and the saliency max pooling). Therefore, we utilize the LLC
model to realize locality saliency detection via minimizing its
reconstruction error.

Qin et al. [27] proposed the hierarchical cellular automata,
which included single-layer cellular automata and cuboid
cellular automata, to effectively improve salience detec-
tion results. Among them, the single-layer cellular automata
employs an unsupervised propagation-based approach to
explore the intrinsic relevance of similar regions by using
interactions with neighbors, and the cuboid cellular automata
utilizes a Bayesian framework to fuse the multiple saliency
maps. Zhang et al. [28] proposed a saliency detection algo-
rithm via an absorbing Markov chain (AMC), which could
learn a transition probability matrix from multiple-layer
deep features extracted by a fully connected CNN, and the
angular embedding technique was adopted to rearrange the
global orderings from local orderings of AMC saliency and
boundary maps. Likewise, we utilize the multilayer cellular

automata structure to effectively combine the global and local
saliency maps, and the final saliency map was generated.

III. OUR METHOD
The pipeline of our method is shown in Fig. 1.

FIGURE 1. Pipeline of our method.

As seen in Fig. 1, our method involves three stages:
1) Global contour information of an image is extracted by
using a CNN-based encoder-decoder model, and a global
saliency map is then generated; 2) The foreground and back-
ground codebooks are obtained from the global saliency map
by adaptive thresholds, the two codebooks are encoded by the
locality-constrained linear coding model, and a local saliency
map is subsequently acquired; and 3) The multilayer cellu-
lar automata framework is employed to combine the global
and local saliency maps, and the final saliency map is thus
obtained.

A. GLOBAL SALIENCY DETECTION
1) BASIC NETWORK STRUCTURE CONSTRUCTION
Traditional saliency detection methods mainly rely on simple
contrast calculations and limited prior cues [1], [2], [5]–[7],
which results in their inability to properly detect salient
objects of images with low contrast and complex back-
ground [2]–[5]. Aiming at solving this problem, the
CNN-based encoder-decoder model (see Fig. 2) is utilized to
generate the global saliency map.
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FIGURE 2. Architecture of the CNN-based encoder-decoder model.

As shown in Fig. 2, the structure of our CNN-based
encoder-decoder model consists of two components: the
encoder is responsible for extracting the global spatial infor-
mation of the salient object via convolutional layers (see the
left component of Fig. 2); the decoder is in charge of gener-
ating the global saliency map by using deconvolution layers
(see the right component of Fig. 2). Obviously, the deconvo-
lution component is strictly symmetric with the convolution
one. That is, each encoder layer has its corresponding decoder
layer. In this paper, the two components are of VGG-16 struc-
ture [29]. The VGG-16 model possesses five convolutional
groups, followed by two fully connected layers; each group
of convolutional layers is connected by a pooling layer, so the
convolution component has 5 pooling layers. To transmit
high-level information directly to the low-level convolution,
the skip connections are added between the first four layers
of the encoder part and the last four layers of the decoder part.
Additionally, to reduce the ambiguous boundary of salient
objects, the edge penalty term is added to the loss function
of the network.

According to the literature [30], image features at the
convolutional and deconvolutional layers can be defined as
follows:

hk = f

∑
p∈P

xp ⊗ ωk + bk

 (1)

where hk refers to the potential representation of the k-th fea-
turemap at the current layer; f is the ReLU activation function
for nonlinear calculation; xp denotes the p-th feature map of
the feature map group P at the previous layer; ⊗ represents
the convolution operation; and ωk and bk are the network
weights and bias of the k-th feature map at the current layer,
respectively.

We trained the CNN-based encoder-decoder model by
supervised learning because the ground truth was used in
calculating the loss function during the network training.
Namely, using the ground truth, to fine-tune the network
parameters. Hence, the decoding results of our method can
be regarded as the global saliency map. Among them, the

training result of each iteration needs to be compared with
the ground truth to ensure that the cross-entropy loss is min-
imized. The cross-entropy loss can be defined as:

Lcross−entropy =
1
HW

W∑
i=1

H∑
j=1

[
−G(I )i,j · ln(D ◦ E(I )i,j)

− (1− G(I )i,j) · ln(1− D ◦ E(I )i,j)
]

(2)

where H and W are the height and width of image I ;
G(I ) represents the ground truth of the image I ; D refers
to the decoding function; E denotes the encoding function;
(i, j) represents the coordinate of a pixel; and D ◦E(I ) stands
for the convolution output of the network.

Subsequently, the network weight ωk and bias bk are
updated via equations (3) and (4), respectively.

ωk → ωk
′
= ωk − η

∂L
∂ωk

(3)

bk → bk
′
= bk − η

∂L
∂bk

(4)

where ωk and bk are the network weight and bias of the
k-th image feature map at the current layer, respectively;
ωk
′ and bk ′ represent the updated network weight and bias,

respectively; and η is the learning rate that we set to 10−4 by
extensive experiments.

Due to the special structure of the CNN local receptive
field, most of the deep networks will generate an ambiguous
boundary of the salient object [15]. Therefore, our network
employs skip connections and an edge reinforcement penalty
term to improve the saliency detection results.

2) SKIP CONNECTIONS
The high-level features of CNN layers focus on the global
position, while low-level features specialize on the details.
The pooling operation of the encoder part often com-
presses and reduces the original information severely, which
makes the network unable maintain enough saliency informa-
tion [15]. Hence, in the deconvolution process, the high-level
information cannot be effectively reconstructed, especially
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FIGURE 3. Global saliency detection results. (a) Original images; (b) Global saliency maps.

the boundary of the salient object, which cannot be recon-
structed properly. To reduce the loss of high-level infor-
mation, the skip connections are added to the high-level
convolution layers in our network to ensure that information
can be directly transmitted to the deconvolution layers, and
the high-level information is also directly transmitted down-
ward to enrich the low-level information. In reality, the skip
connections lie between the first 4 layers of the convolution
part and the last 4 layers of the deconvolution part.

3) EDGE REINFORCEMENT PENALTY
To further reinforce the salient object contour, we intro-
duce the edge penalty term into the network loss function.
The training of the network does not stop until the pixel-
level cross-entropy loss (between the obtained result and the
ground truth) is minimized. Obviously, the training process
has not taken into account the spatial information of pixels,
which will cause two adjacent pixels to belong to either the
salient object or background; however, they indeed have very
different saliency values. Alternatively, for the two adjacent
pixels, one belongs to the salient object and the other belongs
to the background, but in fact, they have similar saliency
values. All this leads to the salient object having an ambigu-
ous boundary. Therefore, our network employs the edge rein-
forcement penalty term to integrate the space information of
the target boundary with the target boundary contrast.

The filter is used to separate the significant target boundary
from the ground truth of the saliency map, and the difference
between the boundary pixel and its direct neighbor pixels can
be calculated. Therefore, the edge reinforcement penalty term
is defined as follows.

∀ (i, j) ∈ B (I ) ,

∀ (k, l) ∈ {(i+ 1, j) , (i, j+ 1) , (i− 1, j) , (i, j− 1)}{
min

∥∥Ii,j − Ik,l∥∥2 if G(I )i,j = G(I )k,l

max
∥∥Ii,j − Ik,l∥∥2 otherwise

(5)

where B (I ) represents the boundary of the salient object
within image I ; G(I )i,j and G(I )k,l denote the saliency labels
of two adjacent pixels. In other words, if both the edge
pixel (i, j) and its direct neighbor (k, l) belong to either the
salient object or background, the difference

∥∥Ii,j − Ik,l
∥∥
2

between them is to be minimized; otherwise, the difference∥∥Ii,j − Ik,l
∥∥
2 between them is to be maximized.

We employ these differences to measure the boundary
loss, Ledge. Then, the total loss L is the sum of boundary
loss Ledge and cross-entropy loss Lcross−entropy, i.e., L =
Lcross−entropy + Ledge.
Some representative global saliency maps generated by

our improved CNN-based encoder-decoder model are shown
in Fig. 3.

As seen in Fig. 3, our CNN-based encoder-decoder model
can achieve wonderful saliency detection performance for
images with low contrast (Columns 1, 2 and 3 of Fig. 3(b))
and complex background (Columns 4, 5 and 8 of Fig. 3(b)).
Obviously, the frog, flower and nest (Columns 1, 2, and 3 of
Fig. 3(a)) are very similar to their surrounding environment,
and the backgrounds of the library, lobby and music score
(Columns 4, 5 and 8 of Fig. 3(a)) are complicated enough.
Undoubtedly, it is impossible to recognize the contour of
these salient objects (frog, flower, nest, door, light box, music
score, etc.) immediately even for human beings, but our
global network is able to detect the salient objects properly.

B. LOCAL SALIENCY DETECTION
We employ the LLC [24] model as described in section 2 to
generate local saliency map by minimizing its reconstruction
errors.

First, the simple linear iterative clustering (SLIC) algo-
rithm [31] is adopted to divide the given image into N super-
pixels, {ri} , i = 1, 2, . . . ,N , and the visual codebooks can be
calculated from the global saliency map. Second, foreground
and background codebooks are generated by two adaptive
thresholds, (λ1, λ2). Please note that λ2 < λ1 < 1. λ1
is the average of global saliency values in the t iterations,
where t = 1.5 [7]. Since the codebooks are not sensitive
to λ2, we set λ2 = 0.05 [7]. Finally, those superpixels whose
average global saliency values are larger than λ1 are regarded
as the foreground codebook and otherwise as the background
codebook.

For instance, the local descriptor xi can be encoded by the
LLC model, as described in equation (6).

min
C

N∑
i=1

‖xi − Bci‖2 + λ‖di � ci‖2

s.t. 1T ci = 1, ∀i (6)

where C = {c1, c2, . . . , cN } refers to the coding coeffi-
cient vector, which is calculated by the constraint condition;
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FIGURE 4. Examples of local saliency maps. (a) Saliency maps generated by the foreground codebook; (b) Saliency maps obtained by the
background codebook; (c) Local saliency maps.

N stands for the number of superpixels; xi is the local descrip-
tor; i represents the i-th superpixel; B represents the visual
codebooks; λ controls the balance between the penalty and
regular terms; � denotes the elementwise complex multi-
plication operation; 1T ci = 1 represents that the coding
is translation invariant; and di refers to the local adapter
assigned to each basis vector, which is proportional to the
similarity of xi and can be calculated by equation (7).

di = exp
(
dist(xi,B)

σ

)
(7)

dist(xi,B) = [dist(xi, b1), . . . , dist(xi, bD)]T (8)

where dist(xi, bj) denotes the Euclidean distance between
the local descriptor xi and the visual codebook element bj;
σ stands for the weight of ci, which is utilized to control the
weight attenuation speed of local adapter; and D represents
the dimension of the codebook.

Therefore, each local descriptor xi can be described by the
nearest code center.

In fact, equation (6) can be solved by equations
(9) and (10).

ci = 1/ (Ci + λ× tr(Ci)) (9)

c̃i = ci/1T ci (10)

where ci is the coding coefficient vector of the i-th superpixel;
Ci = (B−1xiT )(B− 1xiT )T represents the covariance matrix
of the input data, where B represents the visual codebooks;
λ is a regularization parameter, and we set λ = 0.1 [7];
tr refers to the trace of the matrix; and c̃i is merely an
intermediate value.

By use of the reconstruction error, a local saliency
map Sl(ri) can be calculated from the visual codebooks,
as described in equation (11).

Sl(ri) = ‖xi − Bc̃i‖2 (11)

where xi is the local descriptor; B represents the visual
codebooks; and c̃i is the intermediate value.

Subsequently, the local saliency maps of the two code-
books can be generated by calculating the coded reconstruc-
tion error. In other words, the background reconstruction will
be ideal when the reconstruction error equals 0; by contrast,
the worse the reconstruction error is, the better the foreground
reconstruction is.

Therefore, for local encoding foreground and background
codebooks, their saliency values of superpixels are opposite
and equal to their corresponding reconstruction error. Bymul-
tiplying saliency maps generated by the two visual code-
books, the local saliency map can be obtained, as described
in equation (12).

Sl(ri) = (1− Slf (ri))× Slb(ri) (12)

where Sl(ri) represents the local saliency map of the super-
pixel region ri; Slf (ri) represents the foreground saliency map
of the superpixel region ri; and Slb(ri) denotes the background
saliency map of the superpixel region ri.

The three types of intermediate saliency maps are shown
in Fig. 4.

In Fig. 4, it should be noted that each of the foreground
saliency maps (Fig. 4(a)) is usually opposite to its corre-
sponding actual salient object, and the local saliency maps
have laid more emphasis on the details of the salient object
(Columns 4-10 of Fig. 4(c)), such as the petals of the flower,
the contents of the light box and the signpost.

C. MULTILAYER CELLULAR AUTOMATA
The global saliency map Sg and the local saliency map Sl can
be merged into a final saliency map by multilayer cellular
automata [32]. In the structure of cellular automata, each cell
represents an image pixel, and its neighbors are regarded as
pixels at the same position in other saliency maps.

If the saliency value of a pixel indicates the probability of
the pixel belonging to foreground F , the probability can be
expressed as P (i ∈ F) = Si. Hence, the probability of the
pixel belonging to background B is expressed as P (i ∈ B) =
1− Si.
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FIGURE 5. Examples of final saliency maps generated under the multilayer cellular automata framework. (a) The final saliency maps;
(b) Ground truth.

Each of the global and local saliency maps is segmented
by the OTSU method to obtain their foregrounds and back-
grounds. If ηi = +1 indicates that the pixel i is segmented
into the foreground, and ηi = −1 indicates that the pixel i is
segmented into the background, the posterior probability can
be calculated, as described in equation (13).

P
(
i ∈ F |ηj = +1

)
∝ P (i ∈ F)P

(
ηj = +1|i ∈ F

)
(13)

where λ = P
(
ηj = +1|i ∈ F

)
represents that pixel i belongs

to the foreground, and its neighbor j also belongs to the
foreground. Similarly, µ = P

(
ηj = −1|i ∈ B

)
denotes that

pixel i belongs to the background, and its neighbor j also
belongs to the background.

To avoid normalization, the proportion of the prior prob-
ability is defined as 1(i ∈ F) = P(i∈F)

P(i∈B) =
Si

1−Si
, and

the proportion of the posterior probability is defined as

1
(
i ∈ F |ηj = +1

)
=

P(i∈F |ηj=+1)
P(i∈B|ηj=+1)

=
Si

1−Si
·

λ
1−µ . The log-

arithmic operation for the proportion of posterior probability
is then obtained, as described in equation (14).

l
(
i ∈ F |ηj = +1

)
= l (i ∈ F)+ ln

(
λ

1− µ

)
(14)

The proportions of prior and posterior probabilities are
defined as:

1(i ∈ F) =
S ti

1− S ti
(15)

1
(
i ∈ F |ηj = +1

)
=

S t+1i

1− S t+1i

(16)

where S ti represents the saliency value of pixel i at the t-th
iteration. Then, the next state is updated by the current state:

l
(
S t+1m

)
= l

(
S tm
)

+

M∑
k=1,k 6=m

sign
(
S tk − γk · 1

)
· ln

(
λ

1− λ

)
(17)

where S tm =
[
S tm1, S

t
m2, . . . S

t
mH

]T refers to the saliency
values vector of all cells within the m-th saliency map at the
t-th iteration, and S tk =

[
S tk1, S

t
k2, . . . S

t
kH

]T stands for the
saliency values vector of all cells within the k-th saliency
map at the t-th iteration, where H denotes the number of
cells within an image; M denotes the number of layers of

the cellular automaton; γk is the adaptive threshold of the
OTSU algorithm for the k-th saliency map; and ln

(
λ

1−λ

)
=

0.15 [32] represents that if the neighbor belongs to fore-
ground, it needs to increase its own saliency value.

After N -step updates, the final saliency map is obtained:

SN =
1
M

M∑
m=1

SNm (18)

whereM = 2 becausewe fuse the following twomaps: global
and local saliency maps.

The examples of final saliency maps are shown in Fig. 5.
In fact, there are three cases of saliency detection in Fig. 5:

1) the global saliency detection performs well (Columns 1-3
of Fig. 3(b)), while the local saliency detection does not per-
form well (Columns 1-3 of Fig. 4(c)); 2) the global saliency
detection does not perform well (Columns 4-6 of Fig. 3(b)),
but the local saliency detection performs well (Columns 4-6
of Fig. 4(c)); and 3) both the global (Columns 7-10 of
Fig. 3(b)) and local (Columns 7-10 of Fig. 4(c)) saliency
detections perform well. In all cases, the final saliency detec-
tion under the multilayer cellular automata framework always
performs well (Fig. 5(a)).

IV. EXPERIMENTAL RESULTS AND ANALYSES
A. EXPERIMENTAL SETUP
Experimental Platform. CPU specification: Intel Xeon
E5-2650 v2 (2.6 GHz, 20 MB cache, 8 cores); MEMORY
specification: 64 GB; GPU specification: NVIDIA Tesla
K40M (12 GB).
SOFTWARE used : operating system, Ubuntu release 18.2;

deep learning platform, TensorFlow version 1.2.0; data
visualization tool, Matplotlib release 2.2.0; programming
language, Python version 3.

Our method was evaluated on the MSRA 10K,
ECSSD, DUT-OMRON, HKU-IS, THUR 15K and XPIE
datasets [9], [33]–[37]. The MSRA 10K dataset [33] con-
sists of 10,000 images: 6,000 training, 800 validation and
3,200 test images [38]. The ECSSD dataset [34] contains
1,000 natural images with complex structures: 600 training,
80 validation and 320 test images [38]. The DUT-OMRON
dataset [35] includes 5,168 challenging images: 3,500 train-
ing, 468 validation and 1,200 test images [38]. It should be
noted that each image has its corresponding ground truth in
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FIGURE 6. Saliency maps of related methods. (a) Original images; (b) MAP [3]; (c) RBD [4]; (d) BL [5]; (e) GL [7]; (f) LEGS [8]; (g) MDF [9]; (h) ELD [10];
(i) MTDS [11]; (j) UCF [12]; (k) FSN [13]; (l) DSS [14]; (m) PAGRN [15]; (n) Ours; (o) ground truth.

the above three datasets. To verify the generalization abili-
ties of our method, the evaluations were further performed
on the following three datasets: the HKU-IS dataset [9],
containing 4,447 images with high-quality pixelwise anno-
tations; the THUR 15K dataset [36], including 6,232 cat-
egorized images; and the XPIE dataset [37], consisting
of 10,000 images with complex scenes.

The initial hyperparameters of our network are set the same
as those of the VGG-16 network, and the number of training
iterations of the basic network is set to 75,000 times. Then,
our network with the skip connection and edge reinforcement
penalty added is trained for 100,000 iterations. In addition,
the input image was resized to 224× 224 pixels.

B. EVALUATION METRICS
In the precision and recall (P-R) curve [39], the adaptive
thresholds were set to the range [0, 255]. Each image itself
has only one adaptive threshold. When the saliency value of

a pixel is greater than the threshold, the value of the pixel was
set to 255; otherwise, it was set to 0.

The adaptive threshold TH of an image is calculated as
follows:

TH =
2

W × H

W∑
x=1

H∑
y=1

S (x, y) (19)

whereW and H are the width and height of the given image,
respectively, and S (x, y) is the saliency value of pixel (x, y).
Therefore, Precision, Recall, and F-measure can be calcu-

lated by equations (20)-(22).

Precision = |S ∩ T | / |S| (20)

Recall = |S ∩ T | / |T | (21)

Fβ =
(1+ β2)× Precision× Recall
β2 × Precision+ Recall

(22)
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FIGURE 7. The P-R curves of related methods on six datasets. (a) MSRA 10K dataset [33]; (b) ECSSD dataset [34]; (c) DUT-OMRON dataset [35];
(d) HKU-IS dataset [9]; (e) THUR 15K dataset [36]; (f) XPIE dataset [37].

where S is the saliency map obtained from the binary mask
using the adaptive threshold; T is the ground [39]; and we set
β2 = 0.3, which can adjust the balance between Precision
and Recall and obtain the F-measure properly.
The above evaluation metrics are fair to those methods that

can detect the salient object of the foreground well; however,
they are unfair to those methods that successfully detect the
salient object of background [39].

Therefore, the mean absolute error (MAE) [39] is adopted
to further evaluate our method, as described in equation (23).

MAE =
1

W × H

W∑
x=1

H∑
y=1

|S (x, y)− T (x, y)| (23)

whereW andH are the width and height of the given saliency
map S, respectively; S (x, y) is the saliency value of pixel
(x, y); and T (x, y) is the ground truth of pixel (x, y).

C. QUALITATIVE ANALYSIS
Some representative visual saliency detection results are
shown in Fig. 6.

As seen in Fig. 6, saliency maps generated by our method
can highlight the salient objects of challenging images well,
such as images with low contrast (Rows 1-4, 6 and 9 of
Fig. 6(n)), and images with complex background (Rows 5, 7
and 8 of Fig. 6(n)), and images with multiple objects (Rows
11, 12 of Fig. 6(n)). Consider the images of Row 1, for exam-
ple, where most of the related methods mistake the ground
as the salient object of the bird (Row 1 of Fig. 6(b)-(j)),

or detect a broken bird (Row 1 of Fig. 6(k)-(m)). In reality, our
method can effectively extract global image features because
of the advantages of the convolutional network for image
feature extraction, as well as its use of high-level information
to enrich low-level information and reduce the ambiguous
boundary of the salient object. To overcome the shortcomings
of the deep network model (the defect, e.g., Rows 2, 5 and 10
of Fig. 6(f)-(m)), we adopt the strategy of integrating the deep
model with the traditional LLC model, namely, using global
results to guide local coding to extract local information of
the salient object. In addition, both global and local saliency
maps can be fused under the framework of multilayer cellular
automata so that the fusion results contain clear and uni-
form contour information and local details. For more support
images, please also see Rows 2, 5 and 10 of Fig. 6(n).

D. QUANTITATIVE ANALYSIS
The P-R and F-measure curves and their corresponding bar
charts of related methods are shown in Figs. 7, 8 and 9,
respectively.

From Figs. 7, 8 and 9 (a), (c) and (f), we can see that
the precision-recall and F-measure curves and scores of
our method are well above state-of-the-art methods, which
indicate that our method is better than related methods.
In Figs. 7 and 8 (b), (d) and (e), the P-R and F-measure
curves of our method mainly intersect with those of the
DSS and PAGRN methods, which show that the two state-
of-the-art methods are comparable to our method (also see
Fig. 9 (b), (d) and (e)). With respect to our method, the global
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FIGURE 8. The F -measure curves of related methods on six datasets. (a) MSRA 10K dataset [33]; (b) ECSSD dataset [34]; (c) DUT-OMRON
dataset [35]; (d) HKU-IS dataset [9]; (e) THUR 15K dataset [36]; (f) XPIE dataset [37].

FIGURE 9. The average precision, recall and F -measure scores of related methods on six datasets. (a) MSRA 10K dataset [33]; (b) ECSSD
dataset [34]; (c) DUT-OMRON dataset [35]; (d) HKU-IS dataset [9]; (e) THUR 15K dataset [36]; (f) XPIE dataset [37].

CNN joined with skip connections can make up for the
loss of high-level information during information transmis-
sion, and the boundary penalty term can enhance the object

boundary (also see Row 2 of Fig. 6 (n)). Furthermore,
on the basis of global detection, locality-constrained coding
performed on the superpixels can maintain the local detail
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TABLE 1. Evaluation metrics of related methods on six datasets.

information of the global saliency map well, and the region-
level detection can maintain more spatial information as well
(also see Row 10 of Fig. 6(n)). In addition, under the mul-
tilayer cellular automata framework, its propagation-based
approach can explore the intrinsic connections of similar
regions to improve the saliency detection results to some
extent, namely, the Bayesian theory can effectively com-
bine global and local information (also see Columns 1-6 of
Figs. 3 (b), 4(c) and 5(a)). With regard to those traditional
detection methods (e.g., MAP [3], RBD [4], BL [5] and
GL [7]) depending on the contrast calculation and prior
knowledge, for those somewhat complex images, their simple
contrast calculations and limited prior cues make it difficult
to achieve satisfactory performance (e.g., Figs. 7-9 (a)-(f);
or Fig. 6 (b)-(e)). Regarding the deep saliency detection
models based on the CNN, such as LEGS [8], MDF [9],
ELD [10], MTDS [11], UCF [12], FSN [13], DSS [14] and
PAGRN [15], although they have more powerful learning
ability, their pooling operation of the CNN has compressed
the input data severely, which can cause the loss of high-
level information in some certain images (e.g., Rows 1, 2,
5 and 10 of Fig. 6 (f)-(m)). Moreover, the special structure

of their local receptive field can result in the blurring of
salient objects and has better performance with the assis-
tance of traditional methods in saliency detection (also see
Row 5 of Fig. 6 (m) and (n); or Rows 1, 3, 5, 7-10, 12 of
Fig. 6 (j) and (n)).

To fully verify the saliency detection performance of
relatedmethods, the evaluationmetrics of relatedmethods are
listed in Table 1.

From Table 1, we can see obviously that our method
is better than those traditional saliency methods, MAP [3],
RBD [4], BL [5] and GL [7]. On the large-scale dataset of
MSRA 10K, containing 10,000 sample images, our method
performs better than DSS. On the small-scale dataset of
ECSSD, containing only 1,000 sample images, our method
performs seemingly worse than the second-best methods of
DSS and PAGRN; however, we argue here that the scale of
ECSSD is so small that a fair and full comparison can hardly
be made indeed. On the mid-scale dataset of DUT-OMRON,
containing 5,168 sample images, our method performs better
than DSS and other related methods. Nevertheless, on the
mid-scale datasets of HKU-IS and THUR 15K, containing
4,447 and 6,232 sample images, respectively, the DSS and
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PAGRN methods are seemingly comparable to our method.
To further evaluate our model, the total average metrics of
each method are calculated and listed in Row I of Table 1,
from which we can see that our method performs better than
PAGRN whether in terms of precision, recall, F-measure
scores or MAE ; however, DSS is still seemingly comparable
to our method. In our opinion, the reason is that the eval-
uation metrics of DSS on the mid- and large-scale datasets
of THUR 15K and XPIE are not involved in the calculation
because they cannot yet be achieved temporally. Therefore,
the total average metrics of the DSS and PAGRNmethods are
calculated and listed in the last Column of Row II in Table 1,
from which we can see that our method performs better than
the second best methods, although their evaluation metrics on
the largest-scale dataset of XPIE are still missed. FromRow II
of Table 1, we may draw the conclusion that our method is
better than both the traditional and CNN methods in saliency
detection.

The detailed reasons are as follows: 1) The convolutional
neural network, sharing a set of parameters, is invariant to
translation, rotation and scale for extracting image features.
Furthermore, with the increase in the number of convolutional
layers, the learned image features are more global, but it also
causes high-level information loss. By introducing the skip
connections into our method, our network can extract rich
global features. Moreover, we employ the edge penalty term
to make the salient object boundary more clear. Last but not
least, the supervised iterative training method of our deep
network can detect the complete edge of the salient object
(also see Row 10 of Fig. (6)). 2) The image is encoded locally
and sparsely, and the reconstruction error is minimized in
generating the local salient map, which ensures that the
details of the salient object are detected as much as possible
(also see Rows 1 and 2 of Fig. (6)). 3) The multilayer cellular
automata, with the stability of posterior probabilities and the
dynamic effect between the multilayer cellular automata, can
fuse the global and local information together effectively. In
short, our method can not only detect the complete edge of
a salient object well but also has a powerful representation
ability of the salient object details (also see Columns 1-6
of Figs. 3(b), 4(c) and 5(a)). 4) Of course, our improved
deep network based on the encoder-decoder structure has a
lightweight structure, and it has no more advantages than
some certain CNNmethods in some saliency detections (also
see Rows 4, 6 and 12 of Fig. 6(m) and (n)).

To explore the contribution of each stage within our
method, we carried out several experiments step by step on
the MSRA 10K [33], ECSSD [34] and DUT-OMRON [35]
datasets. The average Fβ values of each stage are listed
in Table 2.

In Table 2, the average Fβ values at the 1st , 2nd and the 3rd

stage of our method are calculated from their corresponding
global, local (optimized by single-layer cellular automata)
and final saliency maps, respectively. From Table 2, we can
see that the cellular automata, which fuses the CNN and LLC,

TABLE 2. The average Fβ values of each stage.

achieves the best performance. It improves about 1% and 5%
compared with the global and local saliency, respectively.

V. CONCLUSION
To extract the salient object of natural images with low
contrast and complex backgrounds, a lightweight but pow-
erful network method is proposed. 1) The global saliency
map is generated by the CNN-based encoder-decoder model.
To begin with, the VGG-16 network was utilized as the
encoder, and the symmetric network was adopted as the
decoder. Furthermore, the network employed the skip con-
nections and edge enhancement term to enrich low-level
information and enhance target boundaries. Finally, our net-
work was trained iteratively via the loss function. 2) The
local saliency map is obtained by the locality-constrained
linear coding method. First, the foreground and background
codebooks were segmented from the global saliency map.
Second, the two codebooks were encoded by the locality-
constrained linear coding method, and the two corresponding
foreground and background saliency maps were generated.
Finally, by multiplying the two saliency maps, the local
saliency map was obtained. 3) The final saliency map is
generated under the multilayer cellular automata framework.
First, the global and local saliency maps were regarded as
one-layer cellular automata. Subsequently, the multilayer
cellular automata framework merged the global and local
saliency maps into the final saliency map, which can main-
tain not only global information but also local information.
The experimental results show that the average F-measure
of our method on the MSRA 10K, ECSSD, DUT-OMRON,
HKU-IS, THUR 15K and XPIE datasets reaches up to 93.4%,
89.5%, 79.4%, 88.7%, 73.6% and 85.2%, respectively, and
the corresponding MAE is only 0.046, 0.067, 0.054, 0.044,
0.072 and 0.049. Ultimately, all of our findings prove that our
method is good at saliency detection of natural images, espe-
cially images with low contrast and complex backgrounds.
Further research is required to improve the structure of the
deep CNN and enable it to more suitably extract multiscale
semantic features.
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