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ABSTRACT An alternative hybrid time–frequency domain approach based on the fast iterative shrinkage-
thresholding algorithm (FISTA) is presented for rotating acoustic source identification. This approach
is similar to the existing approaches based on the deconvolution approach for the mapping of acoustic
sources (DAMAS) and non-negative least squares (NNLS) without the sample interpolation of sound
pressure signal in the time domain. The acoustic source is first identified using the time-domain tracking
Delay and Sum (DAS) method. The Frequency-domain deconvolution is then performed to attenuate the
sidelobes and improve the spatial resolution. The simulation and experimental results indicate that the
proposed approach is robust to the sampling rate and enjoys the good spatial convergence and resolution,
effective sidelobe suppression, accurate quantification, as well as high computational efficiency. In general,
at a low time-domain sampling rate, the proposed approach outperforms theDAMAS- or NNLS-based hybrid
time–frequency domain approaches without the sample interpolation of sound pressure signal in the time
domain.

INDEX TERMS Rotating acoustic source identification, hybrid time-frequency domain approach, fast
iterative shrinkage-thresholding algorithm.

I. INTRODUCTION
Rotating beamforming is an effective noise source iden-
tification technology for rotating machines such as
aero-engines [1]–[3], rotating blades [4], [5] and wind
turbines [6]–[8]. Several representative frequency domain
rotating beamforming techniques are as follows. Lowis and
Joseph [1] proposed an in-duct focused beamformer tech-
nique using the in-duct Green’s function and modal decom-
position. Dougherty and Walker [2] developed a frequency
domain virtual rotatingmicrophone imagingmethod to locate
broadband fan noise. Both methods image the rotating acous-
tic sources in a duct rather than in a free field. Inspired by
Lowis and Joseph [1], Pannert and Maier [9] adopted the free
field Green’s function expressed in spherical coordinates and
then expanded the application for free field. Processing in
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frequency domain, the above methods are convenient to
construct the cross-spectral matrix and easier to use the
deconvolution methods [10]–[15]. However, they are only
suitable for ring arrays.

The time domain method is popular due to its wide
adaptability for moving acoustic sources and applicable
for different array patterns [5]–[8]. Sijtsma et al. [5]
developed a rotating source identifier based on the time
domain tracking Delay and Sum (DAS) by deriving the
time domain transfer function from moving source to the
static microphones. The method can effectively remove
Doppler Effect caused by the movement of acoustic sources.
And it can also overcome the smearing effect caused
by the traditional DAS method [5]. By combining time
domain tracking DAS and frequency domain deconvolution,
the hybrid time-frequency domain approaches were estab-
lished to obtain high-resolution imaging results [16]–[20].
Guérin and Siller [16] first proposed a hybrid time-frequency
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domain approach based on Deconvolution Approach for
the Mapping of Acoustic Sources (DAMAS) to locate air-
craft fly-over noise. Hald et al. [17] proposed a hybrid
time-frequency domain approach based on Fourier-based
Non-Negative Least-Squares (NNLS) to identify the aircraft
fly-over noise. This approach was also applied for wind
turbines noise source identification [18].

The above hybrid time-frequency domain beamforming
approaches require a very high sampling rate to accurately
determine the time delay. An inaccurate time delay estimation
burdens the time domain tracking DAS with obvious devi-
ation and the subsequent deconvolution methods with poor
spatial convergence. In practice, the sample interpolation of
sound pressure signal is usually performed to improve the
estimation accuracy of time delay [5], [17], which how-
ever will bring large amounts of data. This requirement also
appears for stationary acoustic sources [9]. In frequency
domain beamforming, some scholars developed the noise
source identification method based on sparsity promoting,
which can effectively improve spatial resolution, conver-
gence and robustness [21]–[23]. Lylloff et al. [24] proposed
an efficient deconvolution method of acoustic source iden-
tification based on Fast Iterative Shrinkage-Thresholding
Algorithm (FISTA) without shrinkage operator. However,
they also explicitly pointed out that a sparse regularization
could be used to potentially obtain a better acoustic sources
identification performance in the discussion section. In this
paper, inspired by [21]–[24], FISTA with sparsity promot-
ing is applied for the rotating acoustic source identifica-
tion. An alternative hybrid time-frequency domain approach
based on FISTA is presented. Without the need to be sample
interpolated, the original sound pressure signal is directly
used for the time domain tracking DAS calculation. The
proposed approach is robust to the low sampling rate and
inherits the good spatial convergence and resolution, effective
sidelobe suppression as well as high computational efficiency
of FISTA. Especially, the proposed approach outperforms
the DAMAS- or NNLS-based hybrid time-frequency domain
approaches without the sample interpolation of sound pres-
sure signal in time domain.

The rest of this paper is organized as follows: the the-
ory of the hybrid time-frequency domain approach based
on FISTA is described in Section 2. The simulations are
presented in Section 3. The results of an extremely high sam-
pling rate are given as reference. Simulations with reduced
sampling rate are conducted to investigate the spatial con-
vergence, amplitude convergence, sidelobe suppression abil-
ity. In Section 4, the simulation conclusions are verified by
experiments. Finally, conclusions of this study are given in
Section 5.

II. THEORY
A. HYBRID TIME-FREQUENCY DOMAIN APPROACH
The sound pressure signal in time domain perceived by the
mth microphone at the position rm and the reception time t is
defined as pm(t), wherem = 1, 2, . . . ,M is the index number

of themicrophones andM is the total number. For the jth focus
point in the source plane, the output of time domain tracking
DAS beamforming, bj(t), is [5], [17]:

bj(t) =
1
M

M∑
m=1

1
Tmj(rm, rj(t))

pm(t + rmj(t)/c)

Tmj(rm, rj(t)) =
1

4π
∣∣rm − rj(t)

∣∣
(1)

where, j = 1, 2, . . . , J is the index number of the focus points
and J is the total number, rj(t) is the position of the jth focus
point, rmj(t) is the distance from themth microphone to the jth

focus point, and c is the sound velocity. Tmj(rm, rj(t)) is the
time-dependent transfer function from themth microphone to
the jth focus point [5]. Since the acoustic source is moving,
at each sampling time, rj(t), rmj(t) and Tmj(rm, rj(t)) is cal-
culated and then bj(t) can be refreshed according to Eq. (1).
Note that Eq. (1) can inherently remove the Doppler effect of
sound pressure signals [5], [16].

To transform the outputs of the above time domain tracking
DAS to frequency domain, their autospectra bj(f ) are calcu-
lated over a time data block [17]. Construct a column vector
b = [b1(f ), b2(f ), . . . , bJ (f )]T, where f is frequency and
the superscript ‘‘T’’ is the transpose operator. It is deemed
belonging to the middle of the time data block. Further-
more, to visualize the acoustic sources accurately and clearly,
the Point Spread Functions (PSFs) of that moment are calcu-
lated and deconvolution is then performed [17].

The core of deconvolution is to obtain the sound sources
strength by removing the influence of the array PSFs from
the beamforming outputs. The linear system is established as
follow [10]:

b = Aq (2)

where q is the column vector of the unknown sound source
strengths, qj ≥ 0 is the jth element of q and A is the matrix of
array PSFs.

The existing hybrid time-frequency domain approaches
utilize DAMAS, NNLS, etc. to solve Eq. (2) [16], [17].
DAMAS solves the source strength vector based on the
Gauss-Seidel iteration [10] and NNLS based on the gradient-
projection steepest descent [12].

B. FISTA
FISTA [25] is an accelerated gradient projection algorithm.
The shrinkage operator for sparsity promoting is implied.
In addition, it introduces a new step size and auxiliary vector
making it more computationally efficient.

Eq. (2) can be transformed into the following uncon-
strained optimization problem [25]–[27]:

q̂ = argmin
q

1
2
‖b− Aq‖22 + λ ‖q‖1 (3)

where q̂ is the optimal solution of q, min(·) denotes minimiz-
ing, ‖·‖2 is `2 norm, ‖·‖1 is `1 norm, and λ is the non-negative
regularization parameter to promote the sparsity of acoustic
sources.
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When λ = 0, the sparse constraint is not used. The sound
source strength is obtained by iteratively solving Eq. (3).
For convenience, in this paper, this situation is denoted as
FISTAλ=0. When λ 6= 0, the sparse constraint is used
for FISTA. The regularization parameter will promote the
convergence of the results. According to lots of simulation,
we set λ = min {0.001, 0.001 ‖b‖∞}, where ‖·‖∞ is the
infinite norm.

Initialize q(0) = 0, auxiliary vector y(0) = q(0) and
intermediate step size τ (0) = 1. The lth iteration of FISTA
is described as follows:

Firstly, the method uses gradient information and projects
to the non-negative quadrant. The expression of z(l) is:

z(l) = ρ+

(
y(l−1) −

AT(Ay(l−1) − b)
L

)
(4)

where ρ+ is the Euclidean projection onto the non-negative
quadrant. L is Lipschitz constant, and it is equal to the largest
eigenvalue of ATA.
Secondly, the shrinkage operator is used to update the

sound source strength q(l) as:

q(l) = sign(z(l))max
{∣∣∣z(l)∣∣∣− λ, 0} (5)

where sign(·) is the symbol function and max {·} denotes
maximizing.

Later, the intermediate step τ (l) is updated as follow:

τ (l) =
1+

√
1+ 4(τ (l−1))2

2
(6)

Finally, the auxiliary vector y(l) is updated as follow:

y(l) = q(l) +
(τ (l−1) − 1)

τ (l)
(q(l) − q(l−1)) (7)

The iteration is conducted until the predefined number of
iterations is reached.

III. SIMULATIONS
To demonstrate the performance of the proposed approach,
a simulation case study with dual rotating acoustic sources
is presented in this section. The dual acoustic sources have
initial positions of (0.5, 0) m and (-0.5, 0) m. They are
named Source 1 and Source 2 respectively. Both sources
rotate counterclockwise about the Z-axis with rotation speed
of 300 r/min with a frequency of 2 kHz and strength
of 100 dB. The size of source plane is 1.5 m×1.5 m The
nodes of grids are focus points. The Brüel & Kjær 36-channel
sector wheel array with a diameter of 0.65 m is used in the
measurement. The array plane is parallel to acoustic sources
plane and their distance is 1 m. A Gaussian white noise with
a Signal to Noise Ratio (SNR) of 20 dB is introduced. The
number of iterations is predefined as 1000 in all contour maps
showing simulations. The dynamic range of display is set
to 15 dB. The maximum output value is labeled on the top
of each contour, and it is transformed to dB by referring to
2× 10−5Pa. The layout of simulation is shown as Fig. 1.

FIGURE 1. The layout schematic of simulation.

FIGURE 2. Calculation time vs. number of iterations for DAMAS, NNLS,
FISTA λ = 0, and FISTA.

The sampling rate is initially set as 220 Hz (1048.576 kHz).
The corresponding results are treated as references. With-
out the need to be sample interpolated, the original sound
pressure signal is directly used for the time domain tracking
DAS calculation. The obtained outputs at all focus points are
transformed into frequency domain by Fast Fourier Trans-
form (FFT) and then their autospectra are obtained. The
frequency resolution is 16 Hz. Table 1 shows the results
from the various hybrid time-frequency domain approaches
mentioned previously at the referenced sampling rate. The
real source location is marked by the symbol ‘‘+’’. As shown,
the dual acoustic sources can be distinguished using DAS
method. However, the mainlobes are wide, and the spatial
resolution is poor. The deconvolution methods can locate the
acoustic sources precisely and the spatial resolution is greatly
improved. The peak value of mainlobe is ranked in descend-
ing sequence from DAMAS, FISTA, FISTAλ=0 to NNLS.
Fig.2 shows the curves of calculation time vs. number of
iterations for those algorithms. Clearly, the calculation effi-
ciency of FISTA is significantly higher than that of DAMAS
and NNLS. Quantitatively, at 1000 iterations, the calculation
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TABLE 1. Contour maps showing simulations of acoustic sources at 2000 Hz using different methods at the referenced sampling rate.

TABLE 2. Contour maps showing simulations of acoustic sources at 2000 Hz using different methods at various sampling rates.

time of FISTAλ=0 is 18.0 s, FISTA is 24.4 s, DAMAS
is 131.3 s, and NNLS is 193.3 s. The calculation time of
FISTA is about 19% of DAMAS’s and 13% of NNLS’s.
In addition, the calculation efficiency of FISTAλ=0 is slightly
higher than that of FISTA, since the shrinkage operation
corresponding to Eq. (5) is not performed.

In practice, the referenced sampling rate is not easy to
be achieved by most data acquisition systems. Besides, high
sampling rates will bring large amounts of data. Table 2
shows the acoustic source identification results of DAMAS,
NNLS, FISTAλ=0 and FISTA with sampling rate decreasing

to 214 Hz (16.384 kHz), 216 Hz (65.536 kHz), 218 Hz
(262.144 kHz), respectively. Similar to the result at the ref-
erenced sampling rate, DAS produces wide mianlobes and
little sidelobes, and the spatial resolution is poor. At two
low sampling rates of 214 Hz and 216 Hz, the spatial con-
vergence of NNLS, FISTAλ=0 and FISTA is much better
than that of DAMAS, and FISTA is best. The sources iden-
tified by DAMAS are diffused in the space. The time delay
estimation error affects the performance of the hybrid time-
frequency methods. The lower the used sampling rate is,
the larger the time delay estimation error is, the greater the
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TABLE 3. The difference between the time domain and the frequency domain DAS outputs of the static acoustic source at 2000Hz.

inconformity between the outputs of the time domain and the
frequency domain DAS is, the worse the spatial convergence
of the deconvolution results becomes. Compared with other
deconvolution methods, DAMAS is most sensitive to the
inconformity.

Besides, to better and intuitively display the inconformity
between the frequency domain DAS and time domain DAS,
a simpler case of acoustic source is presented. The Source 1
is located at the initial position of (0.5, 0) m. The frequency
domain DAS and the time domain DAS are first performed
respectively, and then theirs difference is getting smaller
with the increase of sampling rate, as shown in Table 3.
This is because the preset phase lags of frequency domain
DAS among different microphone signals are the theoreti-
cal values and have nothing to do with the sampling rate.
On the contrary, the preset time delays of time domain DAS
among different microphone signals are integer multiples of
the sampling time interval. They only approximate to the
theoretical ones. In a word, the higher the used sampling
rate is, the smaller the time delay estimation error is, the
smaller the inconformity or error between the outputs of the
time domain and the frequency domain DAS is, the better
the convergence of deconvolutions is.

Fig. 3 (a)-(c) show the curves of standard deviation vs.
number of iterations and Fig. 3 (d)-(f) show the curves of
standard deviation vs. calculation time at various sampling
rate. The standard deviation is defined as the `2 norm of the
difference between the true sound sources strength vector and
the reconstructed one [28]. As shown in as Fig.3 (a) (b) (d) (e),

at two low sampling rates of 214 Hz and 216 Hz, the standard
deviations of DAMAS do not reduce with the increasing of
iteration number and calculation time, because the sources
reconstructed by DAMAS are diffused to some focus points
around the real sound source. As shown in Fig. 3 (c), at the
sampling rate of 218 Hz, for convergence accuracy, DAMAS
is best, then FISTA, FISTAλ=0 andNNLS.However, Fig. 3 (f)
indicates that convergence speed of FISTA is faster than that
of DAMAS.

To demonstrate the spatial convergence and quantification
accuracy intuitively, Table 4 lists the peak value, the number
of escape points (the focus points where portion of the source
strength escapes to), and the source strength integral over the
escape points. At all given sampling rates, for the differences
between the reconstructed peak values and the true sound
strength, DAMAS is only about 3 dB, NNLS and FISTAλ=0
are higher than 6 dB, FISTA is about 3.5 dB. For the number
of escape points, FISTA is always the least, followed by
DAMAS, FISTAλ=0 and NNLS. However, as shown in the
column 3 of Table 2, sources identified by DAMAS diffuse
at the sampling rates of 214 Hz and 216 Hz. Hence, the spatial
convergence of FISTA is best at given low sampling rates.
This is because FISTA is a typical sparsity promotingmethod.
By introducing the sparse regularization parameter λ, pseudo
sources are suppressed, namely, mainlobes are effectively
shrunk, sidelobes are attenuated and the escape points are
reduced. Consequently, the convergence is improved. For
quantification accuracy, all the integral values are close to the
true source strength at all given sampling rates. The difference

VOLUME 7, 2019 59801



X. Zhang et al.: Alternative Hybrid Time–Frequency Domain Approach

FIGURE 3. The curves of standard deviation vs. iterations (a) and time (d) at 214 Hz, standard deviation vs. iterations (b) and time (e) at 216 Hz,
standard deviation vs. iterations (c) and time (f) at 218Hz.

TABLE 4. Simulation results of the peak value, the number of escape points, and the source strength integral at different sampling rates.

of FISTA is always largest, but still not exceeds 0.7 dB,
which indicates that sound source strength can be accurately
estimated.

In summary, at a low time domain sampling rate, com-
pared to the hybrid time-frequency domain approaches based
on DAMAS, NNLS and FISTAλ=0, a better comprehensive
performance of computational efficiency, spatial convergence
and quantification accuracy can be achieved by the proposed
approach based on FISTA.

IV. EXPERIMENT
Rotating source experiment is performed to verify the advan-
tages of the proposed FISTA-based approach at low sampling
rate. The experiment setup is shown in Fig.4. Two type
HYT-3015A piezoelectric buzzers are mounted at two ends of
the rotating arm, and two buzzers emit sound with strength of
about 10 dB difference at 3.15 kHz. The distance from center
of the buzzers to the rotating center is 0.15 m. The arm rotates
counterclockwise at a speed of 375 r/min. The Brüel & Kjær
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FIGURE 4. Experiment setup: (a) Measurement layout; (b) Rotating arm,
tacho probe, and piezoelectric buzzers.

36-channel sector wheel array with a diameter of 0.65 m
and type 2981 Tacho Probe are used. Sound pressure signals
picked up by the microphones and speed pulse signal are
acquired simultaneously by Brüel & Kjær 41-channel type
3560D PULSE Data Acquisition System and type 7701 Time
Data Recorder. The maximum sampling frequency of system
is 216 Hz. The array plane is parallel to acoustic sources plane
and their distance is 1 m.

The size of source plane is 0.3 m×0.3 m and the size of dis-
cretized grid is 0.01 m×0.01m. Two experiments at sampling

rates of 214 Hz and 216 Hz are completed respectively. Time
domain tracking DAS is performed. The autospectra of the
time domain tracking DAS outputs at all focus points are
obtained. The frequency resolution is 16 Hz. The iteration
number of deconvolution methods is 1000 and the display
dynamic range is set to 15 dB.

Table 5 demonstrates the acoustic source identification
results. The dotted circle in the figure is an ideal trajectory of
sources, and the center of this circle corresponds to the center
of the array. The contours of DAS are burdened with poor
spatial resolution and serious sidelobes pollution, although it
can identify dual sources. The mainlobes of DAMAS diffuse
and the spatial convergence is not good enough. NNLS,
FISTAλ=0 and FISTA can effectively identify the acoustic
sources. Compared to NNLS and FISTAλ=0, the mainlobe
width of FISTA is the narrowest and no sidelobes appear
on its contour in the display dynamic range of 15 dB.
In short, FISTA enjoys the best spatial resolution and the
most effective sidelobe attenuation. In addition, there is a
slight shift of sound source position in experimental results.
This can be ascribed to the fact that the rotating axis of
motor does not perfectly coincide with the axis of array,

TABLE 5. Contour maps showing identification results of real rotating sources at using different methods at sampling rates of 214 Hz and 216 Hz.

TABLE 6. Experimental results of the peak value, the number of escape points, and the source strength integral at two sampling rates.
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and neither pass through the midpoint of the line between the
buzzers.

Table 6 lists the peak value, the number of escape points
and the source strength integral to quantitively compare
the spatial convergence and quantification accuracy for all
deconvolution methods. Similar to simulation phenomenon,
in terms of the peak value and the number of escape points,
the spatial convergence performance of FISTA is superior to
DAMAS, NNLS and FISTAλ=0 at two sampling rates. For
all deconvolution methods, the strength integral values of
strong source are close. Nevertheless, that of the weak source
obtained by FISTA is a little less. Therefore, how to improve
its quantification accuracy of weak source is worth to study
in the further work.

In general, FISTA has a better comprehensive performance
than DAMAS, NNLS and FISTAλ=0, which indicates that
FISTA is insensitive to the error of the time domain tracking
DAS outputs at low sampling rate. All conclusions are in
consistence with simulation conclusions.

V. CONCLUSION
An alternative hybrid time-frequency domain approach based
on FISTA is proposed for identifying the rotating acous-
tic sources. In general, at a low time domain sampling
rate, the proposed approach outperforms the DAMAS- or
NNLS-based hybrid time-frequency domain approaches
without the sample interpolation of sound pressure signal
in time domain. It enjoys comprehensive performance of
the good spatial resolution, effective sidelobe suppression,
accurate quantification and high computational efficiency.
However, if the difference of source strength is too large,
its quantification accuracy of the weak source needs to be
improved. For further work, we are committed to seeking for
solutions.
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