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ABSTRACT Location estimation is significant in mobile and ubiquitous computing systems. Considering
the influence of measurement error caused by time difference of arrival (TDOA)/angle of arrival (AOA)
hybrid location algorithm and the nonlinear optimization problem encountered in the location estimation,
in this paper, a particle swarm optimization (PSO) algorithm based on the chaos theory is proposed for the
hybrid location of mobile location estimation. Taking the TDOA/AOA hybrid location algorithm for mobile
location estimation as the object, the proposed algorithm greatly improves the location performance and
accuracy of mobile location estimation. First, the estimation function of the mobile station is obtained by
the maximum likelihood method, and then the initial population of PSO is generated by using the estimation
function of the mobile station as a fitness function. The chaotic optimized particle swarm optimization
algorithm (CPSO) is used to solve the optimal solution of the optimal position of the population and obtain
the optimal mobile location position estimation, which makes the TDOA/AOA location algorithm have
better location performance. The simulation results have demonstrated that the performance of the proposed
method compared with the traditional Chan algorithm, the Taylor algorithm, and the TDOA/AOA hybrid
location algorithm, the proposed algorithm can reduce the impact of error on the location accuracy, achieve
a balance of global and local search capabilities, and have a faster convergence speed and more accurate
positioning accuracy.

INDEX TERMS Location algorithm, particle swarm optimization, chaos theory, time difference of arrival,
arrival angle, TDOA/AOA.

I. INTRODUCTION
With the large-scale deployment of wireless networks,
the rapid popularization of smart mobile terminals, the rapid
development of mobile wireless communication technology
and the popularization of smart phones, the location tech-
nology has been widely applied in various fields of our
society [1]. In order to make personal navigation and
the location information more valuable, the single-point
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navigation is transforming into integrated positioning ser-
vices, which are widely used in industrial monitoring, man-
agement, transportation, rescue, entertainment, sports and so
on. With the rapid development of mobile wireless commu-
nication technology, people’s daily life is becoming more
intelligent and convenient, at the same time, they also need
to constantly update and improve the existing positioning
technology and positioning services. Location Based service
(LBS), as a basic and important service, is always providing
convenience for people’s lives [2]–[4]. The provision of loca-
tion service cannot be separated from the support of mobile
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FIGURE 1. The mobile wireless positioning technology framework.

accurate positioning technology. For this reason, the various
positioning technologies based on mobile terminals have
received extensive attention and research. The schematic
diagram of themobile wireless positioning technology frame-
work is shown in Figure 1. At present, the existing wireless
positioning algorithm can achieve better positioning
performance in the environment of signal line-of-sight (LOS)
propagation. However, in amobile environment, the non-line-
of-sight (NLOS) propagation occurs when the radio waves
are affected by the scattering or reflection. The non-line-of-
sight propagation causes a large delay in the propagation of
the radio wave, which causes the TOA and TDOA position-
ing methods based on the time measurement to be greatly
deviated, so that the distance between the transmitter and the
receiver or the corresponding distance difference cannot be
correctly reflected.

A. PROBLEM STATEMENT AND MOTIVATE
In the cellular mobile communication system, due to the
influence of the non-ideal propagation environment, the fac-
tors that cause the location error include the effect of non-line-
of-sight (NLOS), the multipath effect, the multiple access
interference and the far and near effect, except the random
measurement error produced by the device measurement
difference [5]. In a cellular network environment, if the path
of radio wave propagation between the mobile station and
the base station is blocked by the building, the radio wave
can only be transmitted by non-line-of-sight propagation
(NLOS) such as reflection and refraction. If the TDOA
and TOA techniques are used to locate the mobile station,
a positive additional over-latency delay will be generated in
the TOA measurement compared to the LOS path, and an
error component is also generated correspondingly in the
TDOA measurement. Applying such non-Gaussian TOA or

TDOA measurement with large error to the positioning
estimation of the mobile station will inevitably lead to a
significant degradation of the performance of the positioning
algorithm, and the maximum likelihood estimation of the
position of the mobile station cannot be obtained, resulting
in a large deviation of the estimated position. Because of the
ubiquitous spread of NLOS in urban environment, to improve
the accuracy of mobile station positioning in urban environ-
ments, it is necessary to study how to identify and eliminate
the effects of non-line-of-sight (NLOS). And due to the com-
bined influence of these factors, there will be large deviations
in location estimation. The wireless location research work
focuses on wireless location methods based on the time-of-
arrival (TOA) and angle-of-arrival (AOA) and the time dif-
ference of arrival (TDOA). These methods mainly determine
the position of the mobile station by the circle, hyperbola or
direction angle determined by the known location coordinates
of the base station and the measured values of each time
and angle. But in the mobile environment, the radio wave
is affected by scattering or the reflection. The propagation
of the radio wave is greatly delayed by the non-sight dis-
tance propagation, which makes the time-based measurement
(TOA, TDOA) greatly deviated, which cannot correctly
reflect the distance between the transmitter and the
receiver or the corresponding distance. These methods reduce
the adaptability and efficiency of the system. In addition,
many current solutions are greatly affected by external inter-
ference errors, which also increase system overhead, resulting
in waste of energy and resources. The TDOA/AOA hybrid
location algorithm has more accurate localization perfor-
mance than the TDOA algorithm or the AOA algorithm.
TDOA is an equation for the position of MS through the
arrival time difference of the electric wave. AOA is the
equation of the position of theMS through the angle of arrival
of the signal. How to solve the nonlinear equations composed
of the two different types of nonlinear equations problem is
the key and difficult point of the TDOA/AOA hybrid location
algorithm [6].

B. CONTRIBUTION
In this work, we propose a chaos theory to optimize the local-
ization algorithm of particle swarm optimization algorithm
for the cellular mobile communication system. In compari-
son with the current general selection approaches, the main
contributions of the proposed work are-
• We established the wireless communication location
error model, and proved by mathematical deduction that
the TDOA/AOA hybrid location problem is a complex
nonlinear optimization problem.

• We proposed a wireless location method based on chaos
theory optimized particle swarm optimization and apply
it to TDOA/AOA hybrid location.

• Extensive numerical results are provided below which
demonstrate the usage and efficiency of the proposed the
TDOA/AOA hybrid location algorithm.
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FIGURE 2. TDOA/AOA hybrid location system model.

II. RELATED WORK
In general, the TDOA/AOA hybrid location algorithm has a
more accurate positioning accuracy and the measuring accu-
racy. Researchers have proposed various algorithms to fur-
ther improve the TDOA/AOA hybrid location algorithm.
Some researchers have proposed some localization algo-
rithms based on Particle Swarm Optimization (PSO) for
wireless sensor networks [7]–[9]. Meanwhile, Jia et al. [10]
proposed a novel localization method based on the structured
total least squares (STLS), in order to further reduce the
estimation bias that easily arise from the traditional methods,
while the RMSE of the STLS algorithm is comparable to the
other methods specially when the target is outside the convex
hull formed by sensors. In literature [11], the author intro-
duced the modified polar representation to unify the localiza-
tion of a source using the angle of arrival (AOA) regardless if
it is near or far, utilized the hybrid bhattacharyya-barankin
(HBB) bound to illustrate it is not possible to obtain the
cartesian coordinates of a distant source when applying the
near-field model, and proposed a preliminary solution to ini-
tialize the MLE using the semidefinite relaxation to improve
the location performance. In literature [12], the author pro-
posed a sparsity-aware hybrid target localization method in
multiple-input-multiple-output (MIMO) radars from the time
difference of arrival (TDOA) and angle of arrival (AOA)
measurements. It is reported in [13], the author proposed
the kalman filter based the hypothesis test is applied for
eliminating NLOS noise which contained measurement data.
The optimized solution of which the estimation error was
minimized, and it can be acquired. Comprehensive the above
analysis, with the increase of the error of TDOA and AOA,
the final results may not be convergent.

In addition, the scholars have proposed some other meth-
ods of the node localization error. In literature [14], the author
proposed a localization algorithm that uses the time dif-
ference of arrival (TDOA) and the angle of arrival (AOA)
to achieve high location accuracy in three dimensions.

FIGURE 3. The flow chart of CPSO localization algorithm.

FIGURE 4. The cellular structured mobile communication system layout.

Li et al. [15] proposed a new closed form location algorithm
for mobile user, the nonlinear TDOA and AOA measurement
equations without noise were transformed to linear equations
for the positions. Chang and Shen [16] addressed the model
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uncertainty and improve the accuracy of the estimated loca-
tion under the conditions that relatively low SNR and moder-
ate NLOS effects, a wiener estimator will be utilized to form
a new efficient hybrid TOA/AOA location estimator, and the
simulation results are provided to demonstrate the effective-
ness of the proposed location estimation scheme. In litera-
ture [17], the author proposed the time-of-arrival (TOA) and
angle-of-arrival (AOA) based random transmission directed
localization (RTDL) technique, and the author depicted the
capability of the proposed method to considerably reduce
the localization error and effectively determine the attacker’s
nearest location in the network. In [18], the author presented
a selective hybrid weighting approach to intra cell locate
a mobile station (MS) when both the range and the angle
measurements are corrupted and non-line-of-sight (NLOS)
are not identified from line-of-sight (LOS) measurements.

At the same time, some scholars have carried out in-depth
research on the location methods in 3 dimensional spaces.
In [19], the author proposed a simple closed-form solution
method by constructing new relationships between the hybrid
measurements and the unknown source position for the locat-
ing passively a point source in the three-dimensional (3D)
space, reduced the location error of wireless communication.
In [20], the author proposed a three-dimensional (3D) passive
localization method using the active time of arrival (TOA)
measurement and the one TOA and two-dimensional angle of
arrival (AOA) pairs observed at two stations. The proposed
algorithm in this paper is the combination of TDOA and
AOA method. Moreover, the equation to measure TDOA and
AOA are a non-linear equation with respect to position of
target.

Comprehensive the above analysis and in order to address
the existing drawbacks in those methods, in this paper, a par-
ticle swarm optimization (PSO) algorithm based on the chaos
theory is proposed for the hybrid location of mobile loca-
tion estimation. The improved particle swarm optimization
algorithm has the faster convergence speed and it can obtain
the aim of optimizing. Firstly, the estimation function of
mobile station is obtained by maximum likelihood method,
and then the initial population of PSO is generated by using
the estimation function of mobile station as fitness function.
The chaotic theory optimized particle swarm optimization
algorithm (CPSO) is used to solve the optimal solution of
the optimal position of the population, and obtain the opti-
mal mobile location position estimation, which makes the
TDOA/AOA hybrid location algorithm have the better loca-
tion performance. Finally, the simulation and comparison
results show that the proposed algorithm has the superior
location performance.

The remainder of this paper is organized as follows.
In Section 3 we introduce the establishment of location error
model. TDOA/AOA hybrid location algorithm is introduced
in Section 4, In Section 5 details the implementation of Parti-
cle swarm optimization based on chaos theory. Experimental
results are analyzed in Section 6, and Section 7 concludes this
paper.

III. ERROR MODEL ESTABLISHMENTS
Due to the complexity of the mobile communication envi-
ronment, the radio waves are mainly transmitted between the
mobile phone and the base station in the form of reflection,
refraction, and scattering. The signal propagation time is
longer than the line-of-sight propagation time under the ideal
conditions [21]. It is the additional delay τ caused by the
non-line-of-sight propagation. The statistical model of the
additional delay τ is known, and the parameter τ obeys the
exponential distribution, and its probability density function
is:

P (τ ) =

{
1/τrmsi exp (−τ/τrmsi) , τ ≥ 0
0, τ < 0

(1)

where the τrmsi is the root mean square delay spread, which
can be expressed as:

τrmsi = T1dεi ξ (2)

In the formula (2), T1 is the middle value of the τrmsi at
d= 1000m, di is the distance between themobile station (MS)
and the base station (BS). The ε is an exponential component
between the 0.5 ∼ 1 and a mean value of 0. The standard
deviation σξ is a logarithmic normal distribution of random
variables between 4 ∼ 6 dB.
The arrival time of each base station detection signal

contains two errors when the signal transmitted: the system
error and channel environment error. The time that the signal
reaches the i-th base station can be represented by the model
of (3).

ti = t0i + τ
0
i + τimin (3)

In the formula, t0 is the line-of-sight signal propagation
time, and τ 0 is the systematic error. It is a Gaussian random
variable with a mean value of zero, namely τ 0 ∼ N (0, σ 2

0 ),
and σ0 depends on the accuracy and detection means of
the detection equipment. τmin is the additional delay caused
by the channel environment. It is a random variable closely
related to the distance between the base station and themobile
station and the signal propagation environment. The differ-
ence in arrival time between two base stations i and j is:

1tij =
(
t0i − t

0
j

)
+

(
τ 0i − τ

0
j

)
+
(
τimin − τjmin

)
i, j = 1, 2, · · · ,m (4)

As can be seen from the formula (4), the error of the TDOA
measurement value is mainly composed of two parts. The
first part (τ 0i -τ

0
j ) is regarded as the Gauss random variable

of the same distribution due to the τ 0i and the τ 0j , therefore,
the system error can be expressed as µ0

∼ N (0, 2σ 2
0 ).

The second part (τimin-τjmin) is an error caused by the chan-
nel environment. It is the most important part of the error,
which is closely related to the channel environment and has
a larger randomness, while the τimin and τjmin are exponen-
tially distributed [22]. As the random phenomena cannot be
described in a strict normal distribution, but if the factors of
the determination are interdependent to a certain extent, or if
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they are not even and very small, they do not constitute a
normal distribution. So it can only be approximated by the
normal distribution of the class. In order to build closer to
the real NLOS error model, the class normal distribution can
be used to fit the channel environment error τimin and τjmin,
which is exponential distribution, and the density function of
the normal distribution of the additional time delay class is as
follows [23]:

P (τimin) =

2
√
2πσi exp

(
−
τ 2imin

2σ 2
i

)
, τimin > 0

0, τimin ≤ 0

(5)

The basic idea of fitting the exponential distribution chan-
nel environment error with the normal distribution is to take
the optimal estimation value of the parameter that minimizes
the cumulative sum of squared error, which is the optimal
estimation in the sense of least squares. Assuming that the
sum of squared error accumulation is denoted as Q. For any
set of observations P(τi), it satisfies:

Q =
n∑
i=1

(P (τi)− P (τimin))
2 (6)

In the formula, P(τi) is a set of observations of the prob-
ability density curve with the additional time delay obeying
the exponential distribution. The idea of optimal fitting in the
sense of least squares can be made

∂Q
∂σi

∣∣∣∣
(σi,τrmsi)

= 0

∂Q
∂τrmsi

∣∣∣∣
(σi,τrmsi)

= 0
(7)

As can be seen from the formula (7), when σi ≈ 1.22
n∑
i=1
(1/τrmsi)

,

the error of the class normal distribution is the most fitting
of the error of exponential distribution, and the second part
error (τimin -τjmin) in the error model can be approximated
to the Gauss distribution that obeys zero mean, namely,
µij ∼ N (0, σ 2

ij ), and its variance is σ 2
ij = (σ 2

i + σ
2
j )/2.

In summary, the signal arrival time difference between two
base stations is:

1tij = 1t0ij + µ (8)

where, 1t0ij is the real time difference of the signal arriv-
ing at two base stations. The error part can be written as
µ ∼ N (0, σ 2) and the variance is σ 2

= 2σ 2
0 + σ

2
ij .

IV. TDOA/AOA HYBRID LOCATION ALGORITHM
If the TDOA location algorithm or the AOA location algo-
rithm is used alone, the location effect is generally not ideal
and the location error is large [24]. Moreover, if the two kinds
of the localization algorithms are combined, the location
accuracy can be significantly improved and the influence
of measurement errors can be reduced [25], [26]. In this
paper, we established a three orthogonal coordinate system

for TDOA/AOA hybrid location, and discuss the problem of
intranet location in the communication networks. In order
to simplify the calculation, the base station coordinates are
(xi, yi, zi), and the MS coordinates of the mobile station
are (x, y, z).
Assume that a number of M base station receivers are

arranged in a two-dimensional plane, the position coordinates
of the i-th base station BS are represented by (xi, yi), the posi-
tions of the mobile station MS are represented by coordinates
(x, y), the distance from the mobile station to the base station
is ri, and the distance equation can be listed according to the
measured values obtained by the TOA location algorithm:

ri = cτi =
√
(xi − x)2 + (yi − y)2 (9)

In the formula (9), c is the radio propagation speed and τi
is the time difference. In general, the reference base station
is selected as the first base station, and the measured value of
the arrival time difference TDOA is converted to the distance
difference ri,1, ri,1 which indicates the difference between
the mobile station to the base station i(i 6=1)and the base
station 1, that is:

ri,1 = ri − r1 + ni,1 =
√
(xi − x)2 + (yi − y)2

−

√
(x1 − x)2 + (y1 − y)2 + ni,1

(10)

As shown in formula 10, i = 2, 3, ..,M , ni,1 is the
noise introduced during location measurement. ni,1 = ni-n1,
ni is the measurement errors of the system, r1 is the distance
from base station 1 to the mobile station MS [27]. When the
signal-to-noise ratio is high, it can be considered that themea-
sured values of TDOA are approximately normal distribution.
therefore, ni,1 can also be considered as the approximately
normal distribution. Assuming that the mean value is 0 and
the variance is σ 2. At the same time, the base station can
always provide the measurement value of the AOA location
algorithm of MS, according to the measurement value of the
AOA location algorithm, the equation can be established:

tanα =
y− y1
x − x1

+ nα (11)

In the formula (11), nα is the measurement error of AOA,
assuming that it obeys the normal distribution with a mean
value of 0 and a variance of α2. Suppose 1r =[r2,1,
r3,1, . . . rM ,1]T, r =[r2, r3, . . . rM ]T, r1 =[r1, r1, . . . , r1]T,
n =[n2,1, n3,1, . . . nM ,1]T, and according to the above for-
mula, can be obtained:

1r = r − r1 + n (12)

In this paper, the maximum likelihood method is used
to determine the coordinates of the mobile platform MS,
because of the ri,1 obeys the normal distribution of (ri-r1)
and the variance of σ 2, α is subjected to the normal distri-
bution of arctan ((y − y1)/(x − x1)) and the variance is α2.
Assuming that the measured values are independent of each
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other, the maximum likelihood estimation of the position of
the mobile station is

(x, y) = argmin[(1r − r + r1)T (1r − r + r1)

+
σ 2

α2

(
α − arctan

(
y− y1
x − x1

))2

] (13)

For the nonlinear equation (13), it is difficult to obtain the
ideal result by the general method. Therefore, the chaotic the-
ory optimized particle swarm optimization algorithm (CPSO)
is used to solve the optimal solution of the population position
and obtain the optimal location estimation of the location
algorithm.

V. PARTICLE SWARM OPTIMIZATION BASED
ON CHAOS THEORY
A. PSO ALGORITHM
Particle swarm optimization (PSO) is an evolutionary
algorithm in the class of swarm intelligence optimization
algorithms [28], [29]. It has the following advantages: (1) Its
convergence speed is fast, it can quickly yield the search
results; (2) It requires only a few control parameters, and
thus is simple and easy to implement; (3) It can be eas-
ily realized via parallel computing since its operations are
applied to a group of particles [30], [31]. The basic idea is
that a set of initialized random particles of a system, each
particle, is a possible solution to the existence of the objective
function, and the optimal solution is obtained by calculating
and analyzing some iteration manner [32]. That is, the opti-
mal solution represents the estimated position of the mobile
station MS.

The implementation steps of the PSO algorithm: the num-
ber of particles in a population is S, in the d dimension space.
U = (uk1, uk2, . . . ukd ) and Y = (yk1, yk2, . . . , ykd ) repre-
sent the velocity and position of the K particle, respectively.
Where k = 1, 2, . . . , S, p = 1, 2, . . . , d , that is, P is a dimen-
sion, ykp ∈[Lp, Hp], Lp and Hp represent the lower and upper
bounds of spatial dimensions, respectively. uSd ∈[Umin,d ,
Umax,d ], Umin,d and Umax,d represent the minimum velocity
and maximum velocity of particles respectively. Using Qk =
(qk1, qk2, . . . , qkd ) represents the optimal solution of the K
particle, and Qg = (qg1, qg2, . . . , qgd ), it represents the
global optimal solution of all species and updates the velocity
vectors and position vectors of each particle according to
formula (14) and (15).

ukp (z+ 1) = ωukp (z)+ c1r1
(
qkp (z)− ykp (z)

)
+ c2r2

(
qgp (z)− ykp (z)

)
(14)

ykp (z+ 1) = ykp (z)+ ukp (z+ 1) , p = 1, 2, · · · , d

(15){
ykp (z+ 1) = 1, r (z+ 1) < sigmoid

(
ukp (z+ 1)

)
ykp (z+ 1) = 0, r (z+ 1) ≥ sigmoid

(
ukp (z+ 1)

)
(16)

As shown in the formula (14), c1 and c2 are acceleration
factors respectively; the number of current iterations is z,

the maximum number of iterations is T ; r1 and r2 take the
random number between [0,1]; r(z + 1) is the real number
generated between [0,1] in the z-th iteration, of which the
sigmoid function is:

sigmoid
(
ukp (z+ 1)

)
=


0.98 ukp(z+ 1) > 3

1

1+e−up(z+1)
−3≤ukp(z+ 1)≤3

−0.98 ukp(z+ 1) < 3
(17)

ω is the inertia factor and its value is:

ω = ωmax −
z (ωmax − ωmin)

T
(18)

In the formula (18), with the iterative evolution of parti-
cles, ω ∈ (ωmin, ωmax) gradually decreases from large to
small [33].

B. THE FITNESS FUNCTION
The fitness function is the basis of chaotic optimized parti-
cle swarm algorithm to guide search direction. In the pro-
posed algorithm, the best corresponding coordinates (x, y) are
mobile station coordinates. The fitness function is as follows:

Fitness (Y ) = sqrt[(1r − r + r1)T (1r − r + r1)

+
σ 2

α2

(
α − arctan

(
y− y1
x − x1

))2

] (19)

The smaller the fitness value, the better to the function of
the particle’s adaptability. The optimal location of the particle
k is determined by formula (20):

qkp (z)

=

{
qkp (z− 1) , fitness

(
ykp (z)

)
≥ fitness

(
qkp (z− 1)

)
ykp (z) , fitness

(
ykp (z)

)
< fitness

(
qkp (z− 1)

)
(20)

The global optimal position of the particle k is determined
by the formula (21).

qgk (z) ∈
{
qg1 (z) , · · · , qgs (z) |fitness

(
qgs (z)

)
= min

{
fitness

(
qg1 (z)

)
, · · · |fitness

(
qgs (z)

)}}
(21)

The coordinate vector of a particle is defined as

ψi = (xi, yi)T (22)

As shown in formula (22), (xi, yi) is the coordinate point
to be estimated by the mobile station. The coordinates of the
mobile station are (x, y) in the range of the base station.{

xmin ≤ x ≤ xmax

ymin ≤ y ≤ ymax
(23)

As shown in the formula (23), xmin and xmax are the min-
imum and maximum values of the transversal coordinates
in the range of the base station, and ymin and ymax are the
minimum and maximum values of the ordinates within the
range of the base station.
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C. THE IMPLEMENTATION OF CPSO ALGORITHM
Although the particle swarm algorithm has the above advan-
tages, it also has some disadvantages. Asin the intelli-
gent optimization algorithms that have the same problem:
they are prone to premature convergence and fall into a
local optimal solution. For the multi-peak function to solve
the global optimal solution is relatively poor, but in prac-
tices the emergence of such optimization problems is also
quite common. Therefore, in the practical application of the
PSO algorithm needs to be improved to a certain extent,
in order to avoid its premature phenomenon and fall into the
local optimum [34].

Chaos theory is a random motion state obtained from the
determined equations. The chaotic optimization algorithm
generates a set of random sequences by using the chaotic
equation, which is used for random traversal search. The
characteristics of chaotic algorithms are: (1) randomness,
the chaotic variable generated by the algorithm is as random
as random variables; (2) ergodicity, the random sequence
generated by the algorithm cannot repeat all points in the
search area. (3) regularity, the algorithm is controlled by
determining the iterative equation; (4) it is very sensitive to
the initial value, and the minor changes of initial conditions
will cause great changes in system behavior [35].

The basic idea of the proposed algorithm is: using the
characteristics of randomness, regularity and ergodicity of
the chaos theory, the optimal solution found in the whole
population is the initial value, and the chaotic sequence is
generated, Moreover, the particle of the optimal value in
the chaotic sequence is interchanged with the particle in the
current particle swarm. This will be an efficient optimization
algorithm that can solve the problems existing in particle
swarm optimization and achieve the effect of fast conver-
gence.

There are many existing chaotic models. By comparing
with the different models, we found that the logic self-
mapping function has good characteristics. The classical
logistic equation (24) is used in this paper, and the expression
is as follows:

Z i+1 = µZ i
(
1− Z i

)
Z i ∈ (0, 1) (24)

In the formula (24), µ ∈ (2,4], and it is used as the control
parameter, and the larger of the value is, the larger of the
proportion by the chaos. When the Z i is determined, the time
sequence can be iterated.

In the traditional PSO algorithm, r1 and r2 in the equations
(14) and (15) for the initializing population particles appear
as the random numbers. That is, the initial velocity and the
direction of each particle in the population are indefinite
and irregular, and thus there are some spatial positions that
will be missed, which cannot guarantee the ergodicity in the
optimization process and the diversity of the entire space.
Therefore, the chaotic mapping is performed when the par-
ticle’s velocity and position are initialized at the beginning
of the algorithm. That is to say, instead of using r1 and r2,
two chaotic sequences generated by equation (16) are used to

improve the algorithm’s optimization performance by using
the ergodicity characteristics of chaos theory.

The steps of chaotic optimized PSO algorithm are as fol-
lows:

1) The parameters of PSO algorithm are initialized:
the population size S, the maximum iteration number T ,
the acceleration factor are c1 and c2, the maximum inertia fac-
tor is ωmax and the minimum inertia factor is ωmin, the inertia
factor ω is calculated by the formula (18).
2) The velocity vectors and position vectors of each particle

are updated according to equations (14) and (15). Ensure that
in the [vmin,D, vmax,D] of the speed range, if it exceeds the
upper and lower limits, then change to vmin,D and vmax,D.

3) Calculate the fitness value of each particle according to
the fitness function formula (19).

4) The chaotic perturbation of the global optimal value of
the populationQg = (qg1, qg2, . . . , qgd ) is performed and the
Qg is normalized:

Zp =
qgp − qgpmin

qgpmax − qgpmin
, p = 1, 2, · · · , d (25)

As shown in equation (25), qgpmax and qgpmin represent
the maximum and minimum values of the p-th dimensional
variable qgp. The chaotic sequence generated by using the
formula (24) converse it through the following (26).

qmgp=qgp,min + Zmp
(
qgp,max − qgp,min

)
, p = 1, 2, · · · , d

(26)

Then return to the original solution space, available:

Qmg =
(
qmg1, q

m
g2, · · · , q

m
gd

)
, m = 1, 2, · · · , d (27)

In the original solution space, the fitness value is calculated
for the feasible solution Qmg experienced by each chaotic
variable, and the optimal value with the least fitness is taken
as the new global optimal value.

6) When the number of iterations reaches T , stop the
iteration and get the optimal solution, otherwise, skip to
step 2.

VI. SIMULATION COMPARISON AND PERFORMANCE
ANALYSIS
The simulation experimental environment of the proposed
algorithm is based on theMATLAB 2014a software platform,
and the simulated computer is a 64-bit system based on
Windows 7. In this paper, the Taylor algorithm, the Chan
algorithm, the TDOA/AOA hybrid location algorithm and the
CPSO algorithm proposed in this paper are used to compare
the positioning accuracy and the performance of the algo-
rithm [15]. Since the positioning performance of mobile com-
munication networks based on three base stations is generally
not good, the number of base stations selected in this paper
exceeds three. The main parameters of the simulation experi-
ment in this paper are as follows: using a honeycomb structure
with 9 receivers, the number of base stations is selected
between 4 and 9, the cell radius is selected as 3000m, the serv-
ing base station is BS1, and the coordinates of the base station
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FIGURE 5. The relationship between the location error and the number of
base stations.

are selected as follows: BS1(0,0), BS2(−
√
3, 0), BS3(

√
3, 0),

BS4(
√
3/2, 3/2), BS5(−

√
3/2,−3/2), BS6(−

√
3/2, 3/2),

BS7(
√
3/2,−

√
3/2), BS8(0,2), BS9(0,−2). Since the

TDOAmeasurement error obeys the mean value of 0, and the
variance takes the Gauss normal distribution of 30m, 60m,
90m, 120m and 150m respectively. The channel model of the
NLOS error caused by the channel environment, the AOA
measurement error obeys the Gauss normal distribution with
a mean value of 0. The learning factor c1 and c2 of the PSO
algorithm are 2.4, the initial inertia value ωmax is 0.9, the
inertia weight of the iteration value ωmin is 0.2, the initial
particle number is 60, and the iteration number is 50 times.

(1) The location performance is affected by the number
of base stations, cell radius and measurement error, and the
initial coordinates of the mobile station are set to (0.8, 0.2).

1) The location performance is affected by the number of
base stations. From Figure 5, we can see that when the error
is 30m, the radius is 3000m, and with the increase of base
stations from 4 to 9, the different location accuracy of each
algorithm is shown in Figure 5.

As shown in Figure 5, when the number of base stations is
4 ∼ 6, the PSO algorithm’s curve is obviously lower than
the other three algorithms, and its location performance is
the best and the Taylor algorithm is the second. When there
are 7 ∼ 9 base stations, the difference between the location
performances is not large, and the overall average value is
small. Compared with Taylor algorithm, Chan algorithm and
TDOA/AOA algorithm, the positioning accuracy of CPSO
algorithm are improved significantly. The smoothness of the
CPSO algorithm presented in this paper reflects the better
stability of the algorithm.

2) The location performance is affected by the communi-
cation radius. The measurement error is 30m, the commu-
nication radius is 500m to 3000m, and the number of the
base station is 7. The location accuracy of the four algorithms
is constantly changing and the standard error is reduced,
as shown in Figure 6.

FIGURE 6. The relationship between the location error and the
communication radius.

FIGURE 7. The relationship between standard error and measurement
error.

From Figure 6, we can see that with the increasing commu-
nication radius, location error is increased. At the same time,
the location performance and reliability of the CPSO algo-
rithm are superior to the other three location algorithms. This
is because the chaotic particle swarm optimization algorithm
is to optimize the function of TDOA/AOA, eliminate certain
errors, reduce the error caused by the change of the radius to
a certain extent, and improve the location accuracy.

3) the location performance is influenced by the measure-
ment error. When the radius takes 3000m and the base station
takes 7, the error variance is from 30m to 240m, the transverse
coordinates are x= σAOA×c, c is the speed of light. With the
increase of measurement error, the location accuracy of each
algorithm is changed, as shown in Figure 7.

As can be seen from Figure 7, the standard errors of
the other three algorithms also increase. At the same time,
the chaotic particle swarm optimization algorithm is not
affected by the error before the error is less than 120m,
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FIGURE 8. The relationship between standard deviation and
measurement error.

compared to the other three algorithms. This is because the
chaos theory can effectively suppress the influence of the
error on the location accuracy, and the location performance
is obviously improved. The other three methods are greatly
influenced by the error. As the measurement error increases,
the probability that the final measurement result will show a
deviation will be greater, and the performance of the algo-
rithm will be more unstable.

(2) In addition, we do simulation analysis and verifica-
tion from two other aspects. On the one hand, the number
of different base stations will have great influence on the
location accuracy under different measurement errors. When
the number of base stations is too small, the accuracy of
measurement data will be greatly affected. When the number
of base stations is too large, the amount of data will increase
and the computation will be complicated. On the other hand,
the choice of initial location of mobile station has great
influence on location accuracy.

1) When the communication radius is 3000m and the num-
ber of base stations is 4, the relationship between measure-
ment error and standard error is shown in Figure 8.

As can be seen from Figure 8, the standard deviation of the
4 location algorithms is increasing gradually, which shows
that the standard error is greatly influenced by the number
of base stations, and the reduction of base station will make
the measurement value of TDOA and AOA to be not accurate
enough, and the error will increase.

2) When the number of base stations is 7 and the reference
coordinates (0.8, 0.6) is selected, the relationship between
the measurement error and the standard error is shown
in Figure 9.

From Figure 9, it can be seen that the reference coordinates
have great influence on the location performance of the CPSO
algorithm. The proposed algorithm has a good performance
and higher location accuracy when it is near the center of
the base station. Therefore, the selection of the reference

FIGURE 9. The relationship between location error and measurement
error in different reference coordinates.

FIGURE 10. The relationship between measurement error and mean
square error.

coordinates can make the location algorithm better in the
measurement process.

(3) The relationship between measurement error, com-
munication radius, base station number and mean square
error. Set the abscissa coordinates for measurement error,
base station number, communication radius, and the ordinate
y = 10lg(MSE). The position estimation MSE is calculated
through 200 experiments according to formula (28):

MSE =

200∑
L=1
‖x̃ (l)− x‖22

200
(28)

In the formula (28), the estimated position value of x
in x̃ (l) by one time. The measurement results are shown
in figures (10), (11), and (12).

It can be seen from Figure 10, as the measurement
error increases, the mean square error also increases. The
CPSO algorithm shows good location performance in mean
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FIGURE 11. The relationship between the number of base stations and
the mean square error.

FIGURE 12. The relationship between the communication radius and the
mean square error.

square error. This is because the chaos particle swarm algo-
rithm reduces the measurement error. The impact on location
makes location more accurate.

It can be seen from Figure 11 that the accuracy of the
CPSO algorithm proposed in this paper is significantly higher
than that of the other three base stations before the six base
stations. After the number of base stations is greater than six,
the accuracy is not affected by the number of base stations.
The reason is that the TDOAmeasurement value between the
BS and the MS is corrected. In this case, the measurement
deviation of the AOA acts on the location performance.

As can be seen from Figure 12, we can see that the CPSO
algorithm proposed in this paper performs better than the
other three algorithms. This is because the chaos theory is
added to the particle swarm optimization algorithm, and the
ergodicity is used to avoid linearization in the operation
process, and then the algorithm gets into the local optimal

FIGURE 13. Results of three dimensional location errors of four
algorithms. (a) Three-dimensional location error of Chan algorithm.
(b) Three-dimensional location error of Taylor algorithm.
(c) Three-dimensional location error of TDOA/AOA hybrid location
algorithm. (d) Three-dimensional location error of PSO hybrid
location algorithm. (e) Three-dimensional location error of
CPSO hybrid location algorithm.
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TABLE 1. Comparison of simulation time consumption of five algorithms.

solution, which makes the location performance of the
TDOA/AOA hybrid location improved. Therefore, the CPSO
algorithm can be used in TDOA/AOA hybrid location, which
can overcome the nonlinear problems and improve the loca-
tion accuracy.

(4) Comparison and analysis of 3D spatial location error
On the basis of two-dimensional space, this paper

compares the location performance of the Taylor algo-
rithm, the Chan algorithm, the TDOA/AOA hybrid algo-
rithm and our proposed algorithm are compared from
the angle of three-dimensional space location. The results
of three dimensional location algorithms are shown in
figures 13 (a), (b), (c) and (d) respectively.

From the comparison of the three-dimensional positioning
errors of these five algorithms, it can be seen that with the
increase of measurement error and communication radius,
the root mean square error of the four algorithms, such as
the Taylor algorithm, the Chan algorithm, the TDOA/AOA
hybrid algorithm, the PSO algorithm, the CPSO algorithm
and so on, increases. However, the maximum location error
of the Taylor algorithm reaches 135m, the maximum error
of the Chan algorithm reaches 120m, and the hybrid location
error 115m of the TDOA/AOAhybrid algorithm is 115m. The
maximum error of the proposed algorithm is 80m, and the
error of the Chan algorithm is much smaller than that of the
other three kinds of location algorithms. It can be seen that
the location error of CPSO algorithm proposed in this paper
is the smallest and the location effect is the best.

Finally, we compare the simulation time of the five algo-
rithms, as shown in Table 1.

It can be seen from the simulations time-consuming com-
parison of the five algorithms in Table 1. The Chan algorithm
takes the least time, the Taylor algorithm takes less time, and
the PSO location algorithm simulation takes more time. The
proposed algorithmCPSO takes the most time. This is mainly
because the chaos algorithm needs to be optimized first, and
the simulation takes more time than the PSO algorithm, but
not many.

VII. CONCLUSION
In this paper, the TDOA/AOA hybrid location of chaotic
optimized particle swarm optimization algorithm is deeply

studied in mobile location estimation. By using the chaos
theory to improve and optimize the PSO algorithm, and
locate the target function of TDOA/AOA as the fitness func-
tion, the mathematical modeling and optimization of the
fitness function were performed, and the coordinate points
corresponding to the optimal fitness are solved. And the
measurement error and nonlinear optimization problem in
TDOA/AOA hybrid positioning are effectively solved. From
the analysis and simulation results, we can see that, compared
with the traditional Taylor algorithm, the Chan algorithm and
the TDOA/AOA hybrid algorithm, the chaotic optimizated
particle swarm optimization (PSO) algorithm proposed in this
paper has the higher location accuracy and stability under the
different communication radius and the measurement error.
At the same time, because of it’s simple algorithm and easy
implementation, the TDOA/AOA hybrid location algorithm
based on CPSO has very important research significance in
practical application.

REFERENCES
[1] B.-C. Min, Y. Kim, S. Lee, J.-W. Jung, and E. T. Matson, ‘‘Finding the

optimal location and allocation of relay robots for building a rapid end-
to-end wireless communication,’’ Ad Hoc Netw., vol. 39, no. 3, pp. 23–44,
Mar. 2016.

[2] A. Gopakumar and L. Jacob, ‘‘Localization in wireless sensor networks
using particle swarm optimization,’’ in Proc. IET Int. Conf. Wireless,
Mobile Multimedia Netw., Jan. 2008, pp. 227–230.

[3] N. Patwari, J. N. Ash, S. Kyperountas, A. O. Hero, R. L. Moses, and
N. S. Correal, ‘‘Locating the nodes: Cooperative localization in wireless
sensor networks,’’ IEEE Signal Process. Mag., vol. 22, no. 4, pp. 54–69,
Jul. 2005.

[4] G. Han, J. Jiang, C. Zhang, T. Q. Duong,M. Guizani, and G. Karagiannidis,
‘‘A survey on mobile anchor node assisted localization in wireless sensor
networks,’’ IEEE Commun. Surveys Tuts., vol. 18, no. 3, pp. 2220–2243,
3rd Quart., 2016.

[5] J. M. Pak, C. K. Ahn, P. Shi, Y. S. Shmaliy, and M. T. Lim, ‘‘Distributed
hybrid particle/FIR filtering for mitigating NLOS effects in TOA-based
localization using wireless sensor networks,’’ IEEE Trans. Ind. Electron.,
vol. 64, no. 6, pp. 5182–5191, Jun. 2017.

[6] R. M. Vaghefi and R. M. Buehrer, ‘‘Cooperative joint synchronization and
localization in wireless sensor networks,’’ IEEE Trans. Signal Process.,
vol. 63, no. 14, pp. 3615–3627, Jul. 2015.

[7] R. V. Kulkarni and G. K. Venayagamoorthy, ‘‘Particle swarm optimization
in wireless-sensor networks: A brief survey,’’ IEEE Trans. Syst., Man,
Cybern. C, Appl. Rev., vol. 41, no. 2, pp. 262–267, Mar. 2011.

[8] J. RejinaParvin and C. Vasanthanayaki, ‘‘Particle swarm optimization-
based clustering by preventing residual nodes in wireless sensor net-
works,’’ IEEE Sensors J., vol. 15, no. 8, pp. 4264–4274, Aug. 2015.

[9] S. K. Gharghan, R. Nordin, M. Ismail, and J. A. Ali, ‘‘Accurate wire-
less sensor localization technique based on hybrid PSO-ANN algorithm
for indoor and outdoor track cycling,’’ IEEE Sensors J., vol. 16, no. 2,
pp. 529–541, Jan. 2016.

[10] T. Jia, H. Wang, X. Shen, Z. Jiang, and K. He, ‘‘Target localization based
on structured total least squares with hybrid TDOA-AOA measurements,’’
Signal Process., vol. 143, pp. 211–221, Feb. 2018.

[11] Y. Wang and K. C. Ho, ‘‘Unified near-field and far-field localization
for AOA and hybrid AOA-TDOA positionings,’’ IEEE Trans. Wireless
Commun., vol. 17, no. 2, pp. 1242–1254, Feb. 2018.

[12] R. Amiri, H. Zamani, F. Behnia, and F. Marvasti, ‘‘Sparsity-aware tar-
get localization using TDOA/AOA measurements in distributed MIMO
radars,’’ ICT Express, vol. 2, no. 1, pp. 23–27, Mar. 2016.

[13] K. Lee, J. Oh, and K. You, ‘‘TDOA/AOA based geolocation using New-
ton method under NLOS environment,’’ in Proc. IEEE Int. Conf. Cloud
Comput. Big Data Anal. (ICCCBDA), Jul. 2016, pp. 373–377.

[14] J. Oh, K. Lee, and K. You, ‘‘Hybrid TDOA and AOA localization using
constrained least squares,’’ IEICE Trans. Fundam. Electron., Commun.
Comput. Sci., vol. 98, no. 12, pp. 2713–2718, 2015.

VOLUME 7, 2019 58551



Y. Yue et al.: Novel Hybrid Location Algorithm Based on Chaotic PSO for Mobile Position Estimation

[15] W. Li, Q. Tang, C. Huang, C. Ren, and Y. Li, ‘‘A new close form location
algorithmwith AOA and TDOA formobile user,’’Wireless Pers. Commun.,
vol. 97, no. 2, pp. 3061–3080, Nov. 2017.

[16] Telung-Pan, J. Chang, and C. Shen, ‘‘Hybrid TOA/AOA measurements
based on the Wiener estimator for cellular network,’’ in Proc. IEEE 12th
Int. Conf. Netw., Sens. Control (ICNSC), Apr. 2015, pp. 405–409.

[17] R. Kalpana and M. Baskaran, ‘‘TAR: TOA–AOA based random trans-
mission directed localization,’’ Wireless Pers. Commun., vol. 90, no. 2,
pp. 889–902, Sep. 2016.

[18] L. Gazzah, L. Najjar, and H. Besbes, ‘‘Selective hybrid RSS/AOA weight-
ing algorithm for NLOS intra cell localization,’’ in Proc. IEEE Wireless
Commun. Netw. Conf. (WCNC), Apr. 2014, pp. 2546–2551.

[19] J. Yin, Q.Wan, S. Yang, andK. C. Ho, ‘‘A simple and accurate TDOA-AOA
localization method using two stations,’’ IEEE Signal Process. Lett.,
vol. 23, no. 1, pp. 144–148, Jan. 2016.

[20] Y. Sun, Z.-P. Zhou, S.-L. Tang, X. K. Ding, J. Yin, and Q. Wan,, ‘‘3D
hybrid TOA-AOA source localization using an active and a passive sta-
tion,’’ in Proc. IEEE 13th Int. Conf. Signal Process. (ICSP), Nov. 2016,
pp. 257–260.

[21] D. Liu, K. Liu, Y. Ma, and J. Yu, ‘‘Joint TOA and DOA localization in
indoor environment using virtual stations,’’ IEEE Commun. Lett., vol. 18,
no. 8, pp. 1423–1426, Aug. 2014.

[22] S.-H. Fang and Y.-H. S. Yang, ‘‘The impact of weather condition on radio-
based distance estimation: A case study in GSM networks with mobile
measurements,’’ IEEE Trans. Veh. Technol., vol. 65, no. 8, pp. 6444–6453,
Aug. 2016.

[23] J. Liu, J.-C. Fang, G. Liu, and J.Wu, ‘‘Solar flare TDOAnavigationmethod
using direct and reflected light for mars exploration,’’ IEEE Trans. Aerosp.
Electron. Syst., vol. 53, no. 5, pp. 2469–2484, Oct. 2017.

[24] B.-S. Kang, J.-H. Bae, S.-J. Lee, C.-H. Kim, and K.-T. Kim, ‘‘ISAR rota-
tional motion compensation algorithm using polynomial phase transform,’’
Microw. Opt. Technol. Lett., vol. 58, no. 7, pp. 1551–1557, Jul. 2016.

[25] X. Zheng, H. Su, and Z. Wei, S. Hu, ‘‘New method for indoor positioning
by using wireless communication base stations,’’ Electron. Lett., vol. 53,
no. 20, pp. 1385–1386, Sep. 2017.

[26] H. Xiong, M. Peng, S. Gong, and Z. Du, ‘‘A novel hybrid RSS
and TOA positioning algorithm for multi-objective cooperative wireless
sensor networks,’’ IEEE Sensors J., vol. 18, no. 22, pp. 9343–9351,
Nov. 2018.

[27] J. Hua, Y. Yin, W. Lu, Y. Zhang, and F. Li, ‘‘NLOS identification and
positioning algorithm based on localization residual in wireless sensor
networks,’’ Sensors, vol. 18, no. 9, pp. 2991–2999, Sep. 2018.

[28] Y. Delice, E. K. Aydoğan, U. Özcan, and M. S. Ilkay, ‘‘A modi-
fied particle swarm optimization algorithm to mixed-model two-sided
assembly line balancing,’’ J. Intell. Manuf., vol. 28, no. 1, pp. 23–36,
Jan. 2017.

[29] Y. Cao, H. Zhang, W. Li, M. Zhou, M. Zhang, Y. Zhang, and
W. A. Chaovalitwongse, ‘‘Comprehensive learning particle swarm opti-
mization algorithm with local search for multimodal functions,’’ IEEE
Trans. Evol. Comput., to be published.

[30] M. R. Bonyadi and Z. Michalewicz, ‘‘Analysis of stability, local conver-
gence, and transformation sensitivity of a variant of the particle swarm
optimization algorithm,’’ IEEE Trans. Evol. Comput., vol. 20, no. 3,
pp. 370–385, Jun. 2016.

[31] S.-K. Chou, M.-K. Jiau, and S.-C. Huang, ‘‘Stochastic set-based particle
swarm optimization based on local exploration for solving the carpool
service problem,’’ IEEE Trans. Cybern., vol. 46, no. 8, pp. 1771–1783,
Aug. 2016.

[32] M. Nouiri, A. Bekrar, and A. Jemai, ‘‘An effective and distributed particle
swarm optimization algorithm for flexible job-shop scheduling problem,’’
J. Intell. Manuf., vol. 29, no. 3, pp. 603–615, Mar. 2018.

[33] H. S. Ramadan, A. F. Bendary, and S. Nagy, ‘‘Particle swarm optimization
algorithm for capacitor allocation problem in distribution systems with
wind turbine generators,’’ Int. J. Electr. Power Energy Syst., vol. 84, no. 1,
pp. 143–152, Jan. 2017.

[34] S. M. H. Bamakan, H. Wang, T. Yingjie, and Y. Shi, ‘‘An effective
intrusion detection framework based on MCLP/SVM optimized by time-
varying chaos particle swarm optimization,’’ Neurocomputing, vol. 199,
pp. 90–102, Jul. 2016.

[35] F. Kuang, S. Zhang, Z. Jin, and W. Xu, ‘‘A novel SVM by combin-
ing kernel principal component analysis and improved chaotic particle
swarm optimization for intrusion detection,’’ Soft Comput., vol. 19, no. 5,
pp. 1187–1199, May 2015.

YINGGAO YUE received the B.S. degree
in automation from the Wuhan Institute of
Technology, in 2009, the M.S. degree in pat-
tern recognition and intelligent systems from the
Sichuan University of Science and Engineering,
in 2012, and the Ph.D. degree in instrument sci-
ence and technology from Southeast University,
China, in 2016. Since 2018, he has been with the
Hubei University of Arts and Sciences, where he is
currently a Lecturer. His research interests include

wireless communication, sensor networks, and the Internet of Things.

LI CAO received the B.S. degree in electrical
automation from the North University of China,
in 2009, and theM.S. degree in pattern recognition
and intelligent systems from the Sichuan Univer-
sity of Science and Engineering, China, in 2013.
She is currently pursuing the Ph.D. degree with
the School of Information Engineering, South-
west University of Science and Technology. Her
research interests includewireless sensor networks
and signal processing.

JUN HU received the B.S. degree in electrical
engineering and automation from China Three
Gorges University, in 2013. Since 2016, he has
been with the Sichuan University of Science and
Engineering, where he is currently pursuing the
M.S. degree. His research interests include intel-
ligent control, intelligent information processing,
wireless communication, and smart grid.

SHAOTANG CAI received the bachelor’s degree
inmeasurement and control technology and instru-
mentation from the Sichuan University of Tech-
nology, in 2012, where he is currently pursuing
the master’s degree in control engineering. His
research interests include intelligent sensor infor-
mation processing and intelligent equipment con-
trol.

BO HANG received the M.S. degree in com-
puter science fromHarbin Engineering University,
Harbin, China, in 2003. He is currently pursu-
ing the Ph.D. degree in communication and infor-
mation system with Wuhan University, Wuhan,
China. His current research interests include audio
signal compression and processing for mobile
communication and surveillance.

HAO WU received the Ph.D. degree in the automa-
tion of electric power systems from Southwest
Jiaotong University, Chengdu, China, in 2016.
He is currently an Associate Professor with the
School of Automation and Information Engineer-
ing, Sichuan University of Science and Engineer-
ing, Zigong, China. His research interests include
power system protection and control, power sys-
tems simulation, and modeling.

58552 VOLUME 7, 2019


	INTRODUCTION
	PROBLEM STATEMENT AND MOTIVATE
	CONTRIBUTION

	RELATED WORK
	ERROR MODEL ESTABLISHMENTS
	TDOA/AOA HYBRID LOCATION ALGORITHM
	PARTICLE SWARM OPTIMIZATION BASED ON CHAOS THEORY
	PSO ALGORITHM
	THE FITNESS FUNCTION
	THE IMPLEMENTATION OF CPSO ALGORITHM

	SIMULATION COMPARISON AND PERFORMANCE ANALYSIS
	CONCLUSION
	REFERENCES
	Biographies
	YINGGAO YUE
	LI CAO
	JUN HU
	SHAOTANG CAI
	BO HANG
	HAO WU


