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ABSTRACT The high-precision geolocation of Internet hosts plays an important role in many applications,
such as online advertising and deception detection. The existing typical high-precision geolocation algo-
rithms usually utilize single-hop or relative delay to geolocate an Internet host at street-level granularity.
However, it is difficult to accurately measure the single-hop or relative delay within a city. This challenge
sometimes results in large geolocation errors. To solve this problem, a street-level geolocation algorithm
based on router multilevel partitioning is proposed. Unlike existing typical algorithms, the proposed
algorithm makes a credible hypothesis that each router has a relatively stable service object for a period
of time. By analyzing the connection between routers and landmarks, the possible geographic service ranges
of routers are inferred from the geographic distribution of landmarks. Then, distance constraints arising
from routers’ service ranges are formed to estimate the geographic location of the target IP. Theoretical
analysis of the geolocation error shows that the maximum and average errors of the proposed algorithm
are less than those of existing typical algorithms. The proposed algorithm is evaluated by geolocating a
total of 12,152 target IP addresses located in four cities in different regions. The experimental results show
that, compared with the existing typical street-level geolocation algorithms SLG and NC-Geo, the average
median error of the proposed algorithm decreases from 4.735 km and 3.776 km to 3.25 km, representing
error reductions of approximately 31.36% and 13.96%, respectively.

INDEX TERMS IP geolocation, delay-distance correlation, multilevel partitioning of routers, service range
calculation.

I. INTRODUCTION
IP geolocation technology aims to obtain the geographical
location of an IP address, such as country, city, longitude
and latitude [1]. It is widely used in business marketing
and network security. For example, after obtaining the user’s
location, Internet service providers can design targeted adver-
tisements, intelligently adjust the language and content of
web pages according to local laws, and push local weather
forecasts and news information. It is no exaggeration that the
vast majority of online services can benefit from identifying
users’ locations [2]. IP geolocation also plays an important
role in network security. For instance, cheating behaviors
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could be detected by verifying a user’s identity based on his
location. Therefore, research on IP geolocation technology is
of great significance.

Existing IP geolocation methods include 3 cate-
gories: database-based, data mining-based and network
measurement-based. Database-based methods are currently
widely used. Many kinds of IP location databases exist on the
Internet, such as MaxMind [3], Quova [4], IP2Location [5],
and NetAcuity [6]. Reference [1] evaluated the accuracy
of IP2Location, MaxMind and NetAcuity for routers. The
results showed that these databases are unsatisfactory, and
there is considerable room for improvement. Reference [7]
evaluated 3 popular databases and noted that the aver-
age accuracy at the city level of these databases is less
than 70%.
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Data mining-based methods map IP addresses to geo-
graphic locations through association analysis of a large
quantity of data. Typical methods include Structon [8] and
Checkin-Geo [9]. Structon extracts IP address-related loca-
tions from web pages. Then, some strategies are taken to
infer whether the IP address corresponds to the extracted
location. However, due to the large number of shared hosts,
server hosting and other situations, only a small number of
IP addresses can be geolocated at street-level granularity. The
Checkin-Geo algorithm mainly includes two parts. One is to
extract user’s precise location from the user’s ‘‘mobile social
network check-in’’; the other is to extract the IP address from
a ‘‘fixed login device’’. Then, this information is combined
through the same account to achieve precise geolocation of
the IP address. This algorithm has high geolocation accuracy,
but a large quantity of user-related datamust be obtained from
third parties.

Network measurement-based methods are current popu-
lar research topics that have attracted extensive attention
from scholars. Typical algorithms include GeoPing [10],
Constraint-based Geolocation (CBG) [11], Topology-based
Geolocation (TBG) [12], Octant [13], Learning-based
Geolocation (LBG) [14], Point of Presence (PoP) Analysis-
based Geolocation [15], Geo-Cramér–Rao [16], Street-Level
Geolocation (SLG) [17], Smartphone-based Geoloca-
tion [18], Geo-PoP [19], and NC-Geo [20]. These methods
first measure the delay or the topological structure of land-
marks and then estimate the target’s location by analyzing
the relationship between measured results and geographical
location. However, most of these algorithms based on net-
work measurement can only geolocate the target at region-
or city-level granularity, and only a few algorithms, such as
the SLG and NC-Geo algorithms, can geolocate the target at
street-level granularity. In the SLG algorithm, the location of
the landmark with the minimum relative delay to the target is
selected as the estimated location of the target. The relative
delay refers to the delay between the target and common
router, plus the delay between the landmark and common
router. The NC-Geo algorithm analyzes the inaccuracy of
selecting the nearest landmark according to the minimum
relative delay in SLG. Moreover, NC-Geo calculates the geo-
graphic location of the nearest common router and takes it as
the target’s estimated location. Compared with other existing
geolocation algorithms, the SLG and NC-Geo algorithms
significantly improve geolocation accuracy and are used in
more applications.

The measured delay consists of propagation delay, trans-
mission delay, processing delay and queuing delay, but only
propagation delay is related to geographical distance. How-
ever, the propagating delay is a very small proportion of the
measured delay between nodes within a city. It is difficult
to convert the measured delay into an effective geographical
distance. In addition, the relative delay in SLG is usually
obtained by calculation, which may introduce more errors
than direct measurement. Therefore, the landmark closest
to the target is less likely to be selected according to the

minimum relative delay. In the NC-Geo algorithm, the
location of the nearest common router is calculated with a
single-hop delay. Similarly, it can only determine a large geo-
graphical area due to the inaccurate delay. It is also difficult to
determine which common router is closest to the target when
there is more than one nearest common router.

To solve these problems, this paper proposes a street-level
geolocation algorithm based on router multilevel partitioning.
Unlike existing typical algorithms, the proposed algorithm
does not utilize the delay within a city. Instead, it makes a
credible hypothesis that each router has a relatively stable
service object for a period of time. By analyzing the connec-
tion between routers and landmarks, the possible geographic
service ranges of routers are inferred from the geographic
distribution of landmarks. Then, distance constraints arising
from routers’ service ranges are formed to estimate the geo-
graphic location of the target IP. Both theoretical analysis
and the experimental results demonstrate that the proposed
algorithm reduces the geolocation error of existing street-
level geolocation algorithms.

The organization of the paper is as follows. The defects
of the street-level geolocation algorithms SLG and NC-Geo
are analyzed in Section 2. Section 3 describes the framework
and main steps of the proposed algorithm, with particular
emphasis on two core parts of the algorithm. In Section 4,
we analyze the performance of the proposed algorithm.
Section 5 presents and discusses the experimental results.
Section 6 summarizes the paper and highlights the main
problems to be studied in the future.

II. PROBLEM DESCRIPTION
Existing IP geolocation algorithms based on network mea-
surement usually attempt to describe the conversion or statis-
tical relationship between delay and geographical distance.
The geolocation accuracy of most of these algorithms is only
tens of kilometers or even hundreds of kilometers. Only a
few algorithms, such as SLG and NC-Geo, can geolocate
the target IP at street-level granularity (several kilometers).
The SLG algorithm uses a three-tier geolocation process to
gradually reduce the possible location of the target. In the first
tier, the delay between the probing hosts and the target IP is
converted into geographical distance, and the target is geolo-
cated to a larger area based on multilateration. In the second
tier, the relative delay between the landmarks and the target
is converted into distance; then, the target is geolocated to
a smaller area via multilateration. A schematic diagram of
the geolocation process of the third tier is shown in Fig. 1.
The common routers are RA, RB and RC. In the third tier,
the location of the landmark with the minimum relative delay
of the target is taken as the estimated location of the target,
for example, the landmark Lb.
Reference [20] analyzed the relationship between the rel-

ative delay and geographical distance of 176 landmarks
located in Zhengzhou city. In [20], the ‘‘Dist-rank-of-
shortest-delay’’ method proposed in [2] was used to analyze
the relationship between the minimum relative delay and the
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FIGURE 1. Schematic diagram of the third-tier geolocation process in the
SLG algorithm.

FIGURE 2. CDF of dist-rank-of-relative-delay for 6,861 landmarks.

shortest geographical distance. That is, for landmark A, find
all relative (relative delay, distance) pairs and rank them from
smallest to largest. The distance ranking corresponding to the
shortest relative delay of A is equal to the order of the distance
in the ranking divided by the total number of (relative delay,
distance) pairs. The analysis result indicates that the ratio of
minimum relative delay mapping to minimum geographical
distance is less than 30%. This result illustrates that, in the
SLG algorithm, the probability of successful selection of the
nearest landmark is less than 30% according to the minimum
relative delay. Considering that the number of landmarks used
in this experiment is small, the results may be unreliable.
We repeated the experiment using 6,861 landmarks located
in Hong Kong. The cumulative probability distribution of the
ranking is shown in Fig. 2. It shows that the SLG algorithm
can only geolocate less than 15% of the targets to the nearest
landmarks. Therefore, it is difficult for the SLG algorithm to
find the nearest landmark in the third level.

In [20], an IP geolocation algorithm based on the nearest
common router (NC-Geo) was proposed. A schematic dia-
gram of the geolocation process of the NC-Geo algorithm
is presented in Fig. 3. The algorithm geolocates the target
in the following way. First, the nearest common router RN
between the target and the landmarks is found from the
topology measurement results. Then, the cosine theorem is

FIGURE 3. Schematic diagram of the geolocation process in the NC-Geo
algorithm.

used to calculate the conversion coefficient from the single-
hop delay to the geographic distance between the landmarks
and the common router. When there are more than three
landmarks connected to the common router, the geographical
location of the nearest common router is geolocated based
on multilateration. In addition, the location of the nearest
common router (RN) is taken as the target’s location.
The algorithm considers that the principle of the minimum

relative delay corresponding to the shortest distance in the
city is invalid, but this principle as proposed in [2] is still
valid. However, the propagating delay related to distance
in the measured delay is very small between nodes in a
city. In particular, the delay of the ‘‘last mile’’ is affected
by many factors. These effects lead to a smaller proportion
of propagation delay in the measured delay. Furthermore,
the delay between common routers and landmarks cannot be
measured directly and is often obtained indirectly by calcula-
tion. Therefore, it is difficult to convert the single-hop or rela-
tive delay into appropriate geographical distance. As a result,
when geolocating a common router based on multilateration,
the intersection area is large, as is the geolocation error.
In addition, if multiple common routers are nearest to the
target, we will not know which router should be geolocated.

III. PROPOSED ALGORITHM
To solve the above problems, this paper proposes a street-
level geolocation algorithm based on router multilevel parti-
tioning. The algorithm assumes that the location of the next
hop node on the routing path of each router is relatively
fixed in a certain period of time; that is, the distribution
range of these nodes (which is called the service range of the
router in this paper) is relatively fixed. After obtaining the
topological connection among landmarks, targets and routers,
the possible location of targets could be estimated according
to the service range of common routers. Since the relative
or single-hop delay is difficult to measure accurately, we
do not utilize it in our geolocation process. This avoids the
incorrect choice of the closest landmark in the SLG. Simi-
larly, it also avoids the inaccurate calculation of the nearest
common router’s location in theNC-Geo. If there ismore than
one nearest common router, we take the intersection of their
service ranges as the target’s location. This approach makes
up for the deficiency of the NC-Geo algorithm in this case.
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FIGURE 4. Framework of the proposed algorithm.

A. FRAMEWORK AND MAIN STEPS
Many factors are considered by Internet service providers
when deploying network devices, such as delay and band-
width. Currently, Open Shortest Path First (OSPF) is one
of the most widely used network protocols. To be applica-
ble to large-scale networks, the protocol divides the hierar-
chical structure into regions and logically divides a larger
autonomous system into smaller areas. In practical applica-
tions, this division tends to be consistent with geographical
region divisions. The consistency makes it possible for us to
determine the target’s location at city-level granularity based
on its routing path. At the same time, when approaching end
users, Internet service providers usually take into account
many factors to provide high-quality services. For example,
the deployed devices need to bemaintained andmanaged eas-
ily, and network delay caused by overload should be reduced.
For this reason, the distance between the deployed access
router and the end users is usually small [21]. Each access
router has a limited number of users and a relatively fixed
geographical distribution.

Under the guidance of the above ideas, this algorithm
first initiates path detection for landmarks and identifies
the boundary routers of cities according to the routing
paths. By comparing the identified boundary routers and
the target’s routing path, the target city is determined.
Next, the initial service ranges of the routers are inferred
according to the geographical location distribution of the
connected landmarks. Then, according to the number of
hops between the routers and the landmarks, the routers
are sorted hierarchically. Finally, the finer-grained loca-
tion of the target is calculated according to the service
range of one or more routers connected to the target IP.
The framework of the proposed algorithm is shown
in Fig. 4.

The algorithm mainly consists of 3 parts: city-level geolo-
cation (steps 1-3), service range calculation and hierarchical
sorting of routers (steps 4-8), and estimation of the street-level
location of the target (steps 9-11). The complete steps are as
follows.

Input: target IP and landmarks
Output: geographical location of the target IP
Step 1: Measurement of the target and landmarks’

routing paths. The IP addresses of a series of routers on the
routing path from each probing host to the target and land-
marks are obtained by path detection. Then, the topological
connections between these nodes are constructed.

Step 2: Identification of network boundary nodes of
candidate cities. The IP addresses of the routers that only
forward packets to a single city are found and are regarded
as the network boundary IP addresses of the corresponding
city.

Step 3: Determination of the target city. The routing
path of the target is compared with the network bound-
ary nodes of each candidate city. The city whose network
boundary node is included in the target’s routing path is
selected as the target city (i.e., the city where the target IP is
located).

Step 4: Interception of landmark paths and alias res-
olution of routers. The routing paths of the landmarks that
are between the probing hosts and the target city’s boundary
nodes are deleted. That is, only the IP address on the rout-
ing paths between the target city’s boundary nodes and the
landmarks is reserved. Then, multiple aliases belonging to the
same router are resolved.

Step 5: Extraction of intermediate routers and judg-
ment of the distribution of connected landmarks. The
number of landmarks connected to each intermediate router
and the number of geographical locations of these landmarks
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are counted. When the number of landmarks is greater than
the number of geographical locations, step 6 is executed;
otherwise, step 7 is executed.

Step 6: Selection of effective landmarks. For different
landmarks located in the same location, we use subnet anal-
ysis tools (such as the TreeNET tool in [22]) to determine
whether these landmarks belong to the same subnet. If mul-
tiple landmarks belong to the same subnet, only one of them
is retained.

Step 7: Calculation of the intermediate router service
range. For the landmarks (assume that the number is k)
connected to the intermediate router Ri, the center of all
landmarks is calculated. The circle formed by the radius of the
distance between the center and the farthest landmark serves
as the initial service range of Ri. The radius and center of the
circle are denoted as r and O, respectively. Then, the geo-
graphic attribute quaternion of Ri in the form of (Ri,O, r, k)
is constructed.

Step 8: Hierarchical sorting of intermediate routers.
According to the hop distance between the intermedi-
ate routers and the connected landmarks, the intermediate
routers are hierarchically sorted. That is, the router with
l hops from the landmark is marked as level l. At the
same level, intermediate routers are sorted according to the
number of connected landmarks such that the intermediate
routers with more landmarks are closer to the front in the
sequence.

Step 9: Selection of routers at the same level on the
target path. Starting from the router closest to the target,
the router is examined to determine whether it is at the same
level as the router sequences constructed in step 8. If the
router does not exist in the constructed sequence, it indicates
that there is no common router between the target and all
landmarks. Then, the central longitude and latitude of the
target city are calculated as the estimated location of the
target and the algorithm terminates. Otherwise, step 10 is
executed.

Step 10: Router extraction and number determination.
If the number of common routers is only one, then the center
of the router’s service area is taken as the estimated location of
the target and the algorithm terminates; otherwise, step 11 is
executed.

Step 11: Adjustment of common routers’ service range
and calculation of the intersection center. The total num-
ber of landmarks connected to the target through the near-
est common routers is denoted as ksum. Combined with the
geographic attribute quaternion of each router established
in step 7, each nearest common routers’ service range is
gradually expanded in the proportion k

/
ksum until the inter-

section is not empty. Finally, the center of the intersection is
calculated as the target’s estimated location

and the algorithm terminates.
Next, we will elaborate on the two core parts of the algo-

rithm: the service range calculation and hierarchical sorting
of routers (steps 4-8), and the estimation of the street-level
location of the target (steps 9-11).

B. ROUTER SERVICE RANGE CALCULATION AND
HIERARCHICAL SORTING
Routers are important interconnection devices between hosts
on the Internet. To provide users with low-latency network
services and high-quality network services, Internet service
providers often deploy routers according to the size and
distribution of networked users. This approach makes each
router have a specific range of services, some of which are
relatively small or centralized. The service range calculation
and hierarchical sorting of routers could provide a basis for
calculating the target’s location in the future. The detailed
process is as follows.

1) CALCULATION OF THE ROUTER SERVICE RANGE
Because of the limited number of landmarks, it is difficult to
obtain the connection information between the router and all
nodes in its service range. Therefore, there is a certain error
in inferring the service range of the router according to only
the distribution of the connected landmarks. We describe the
reliability of the inferred results by the number of landmarks
distributed in different locations connected to routers. That is,
when more landmarks in different locations are used to calcu-
late the service range of a particular router, the reliability of
the calculated service range increases. Likewise, for different
routers with the same hop distance from the landmarks, using
more landmarks in different locations increases the reliability
of the calculation results.

The geographic locations of landmarks belonging to the
same subnet are usually adjacent and are connected to the
same router. Therefore, the number of landmarks should not
be directly used to measure the reliability of the router service
range calculation. To exclude this effect of this situation,
we first inspect the distribution of the connected landmarks.
If the distribution of the landmarks (or portion of landmarks)
is very centralized, TreeNET is used to analyze whether
these landmarks belong to the same subnet. If so, only one
landmark is retained to participate in the calculation.

For the convenience of the following narrative, we make
the following assumptions. After intercepting the paths,
the routers in the routing paths of all landmarks are rep-
resented as R = {R1,R2, · · · ,Rn}. By subnet analy-
sis and filtering, there are countk landmarks (denoted as
{L1,L2, · · · ,Lcountk }) that are connected to the k-th router
(denoted as Rk ). The center of the countk landmarks is
calculated and recorded as centerk . The distance from the
farthest landmark to centerk is marked as radk , and the
geographic attribute quaternion of Rk is constructed as
(Rk , centerk , radk , countk).

2) HIERARCHICAL SORTING OF ROUTERS
Usually, the further the hops are between the landmark and
the router, the wider the router service range (detailed in
Section 4.1). When geolocating the target, the larger the
service range of the router, the less help it provides. For
intermediate routers, if they have the same number of hops
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FIGURE 5. Examples of multilevel partitioning of intermediate routers.

from the landmarks, connecting to more landmarks increases
the reliability of the calculated service range. Therefore, it is
necessary to classify routers according to their distance from
the landmarks and rank the routers according to the number
of landmarks connected at the same level. In this paper,
the router at a distance of i hops from the landmark is called
the i-th level.

When i = 1, the first-level sequence constructed is as
follows:

S1 = [(R11, center
1
1 , rad

1
1 , count

1
1 ), (R

1
2, center

1
2 , rad

1
2 ,

count12 ), · · · , (R
1
x , center

1
x , rad

1
x , count

1
x )], where x is the

number of routers in the first-level sequence and count11 ≥
count12 ≥ · · · ≥ count1x .
If i = 2, the second level sequence is as follows:
S2 = [(R11, center

1
1 , rad

1
1 , count

1
1 ), (R

1
2, center

1
2 , rad

1
2 ,

count12 ), · · · , (R
1
y , center

1
y , rad

1
y , count

1
y )], where y is the

number of routers in the second level sequence and count21 ≥
count22 ≥ · · · ≥ count

2
x .

By analogy, the i-th level sequence is constructed as
follows:
Si = [(R11, center

1
1 , rad

1
1 , count

1
1 ), (R

1
2, center

1
2 , rad

1
2 ,

count12 ), · · · , (R
1
z , center

1
z , rad

1
z , count

1
z )], where z is the

number of routers in the i-th level sequence and count i1 ≥
count i2 ≥ · · · ≥ count

i
z.

Finally, the sequence denoted as [S1,S2, · · · ,Si] can be
constructed for all routers.

The following example illustrates the construction process
of the above router multilevel sequence. As shown in Fig. 5,
L1,L2, · · · ,L9 are landmarks and R1,R2,R3 are routers.
We assume that all landmarks do not belong to the same
subnet, and the connection between them is shown in Fig. 5.
In this scenario, the construction process of the multilevel
sequence is as follows.

¬ Calculation of the router service range. The service
range of each router is calculated according to the distribu-
tion and number of connected landmarks. The quaternion of

each router is represented as (R1,O1, r1, 3), (R2,O2, r2, 4),
(R3,O3, r3, 2) and (R3,O4, r4, 9).

­ Hierarchical sorting of routers. Fig. 5 shows that the
routers directly connected to the landmarks are R1, R2
and R3; thus, the first-level sequence is [(R2,O2, r2, 4),
(R1,O1, r1, 3), (R3,O3, r3, 2)]. The second level sequence
is [(R3,O4, r4, 9)] because the router connected to the land-
marks via 2 hops is R3.
This example shows that a router may be arranged into

several hierarchical sequences. The lower the level of the
sequence, the further the router may be from the landmark,
and the wider the calculated service range is. When the
router service range is used to infer the location of the target,
the constraints on the possible location of the target are weak.
Therefore, when geolocating a target, we first look for the
nearest common router from the highest-ranking sequence
(see Section III(C) for details).

C. GEOLOCATION FOR THE TARGET IP
In this section, we describe in detail how to geolocate the
target IP. We recorded the intercepted path of the target IPT
as (hTp−e, · · · , h

T
p−1, h

T
p , IPT ) and the constructed comparison

sequence as [S1,S2, · · · ,Si]. A detailed comparison of the
calculation methods is as follows.
(1) hTp is matched with the IP address of the router in

sequence S1. The set of geographic attribute quaternions of
the routers that are the same as hTp in S1 are denoted as G1 =

{(R11, center
1
1 , rad

1
1 , count

1
1 ), (R

1
2, center

1
2 , rad

1
2 , count

1
2 ), · · · ,

(R1q, center
1
q , rad

1
q , count

1
q )}, (where count

1
1 ≥ count12 ≥

· · · ≥ count1q ), and the total number of landmarks connected
by these routers is count1sum = count11 + count12 + · · · +
count1q . If G1 6= φ:
1) If q = 1, center11 is taken as the estimated position of

the target.
2) If q > 1:
a. If the circles (center11 , rad

1
1 ), (center

1
2 , rad

1
2 ), (center

1
q ,

rad1q ) intersect each other, the center of their intersection is
taken as the target’s location.
b. If the circles (center11 , rad

1
1 ), (center

1
2 , rad

1
2 ), (center

1
q ,

rad1q ) do not intersect or partially intersect, the radius of
the service range of R11,R

1
2, · · · ,R

1
q is gradually expanded

in the proportion of count11
/
count1sum, count

1
2

/
count1sum, · · · ,

count1q
/
count1sum until each circle intersects. Then, the center

of the intersection is taken as the estimated location of the
target.
(2) If G1 = φ, hTp−1 is matched with the IP addresses

of the routers in the sequence S2, and the comparison and
calculation method are the same as those above.
(3) By analogy, if the set of geographic attribute quater-

nions of the IP address as hTp−e is still empty, the center of the
target city is taken as the estimated position of the target.
Fig. 6 shows an example of the geolocation process when

e = 1. We assume that the nearest common router is found in
the first-level sequence. We discuss the geolocation process
of the target T in 3 cases.
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FIGURE 6. Example of the geolocation process.

(1) If there is only one nearest common router, as presented
in Fig. 6 (a), the center of the router’s service range is taken
as the estimated location of the target, that is, the location of
the red water droplet icon in the figure.

(2) If the number of nearest common routers is greater than
one, the intersection of the service ranges of these routers is
first checked to determine whether the intersection is empty.
If the intersection is not empty, as indicated in Fig. 6 (b)
(we take 2 routers as an example), the center of the intersec-
tion is taken as the target’s location. Otherwise, the radii of the
service range of routers r1 and r2 are enlarged by proportions
of 2/5 and 3/5, respectively, until intersection occurs. Then,
the center of the intersection is taken as the estimated location
of the target, as shown in Fig. 6 (c).

IV. PERFORMANCE ANALYSIS OF THE PROPOSED
ALGORITHM
In this section, the principle of the algorithm is analyzed in
terms of two aspects: the effectiveness of router multilevel
partitioning and the error comparisonwith the existing typical
geolocation algorithms.

A. ANALYSIS OF THE EFFECTIVENESS OF ROUTER
MULTILEVEL PARTITIONING
The basic idea of this algorithm is to estimate the possible
location of the target by determining the service range of the
router connected to the target. Therefore, the service range
directly affects the geolocation error for the target. If the
service range is small, the target can be geolocated accurately.
The overall performance of the algorithm is determined by
the existence of such routers with a small service range and
the proportion of these routers among all routers. From the
point of view of Internet service providers, to provide users
with high-quality network services, it is better to deploy
network devices closer to users than to randomly deploy them

FIGURE 7. CDF of the service range diameter of some routers located in
Hong Kong.

in the whole city. Therefore, there should be a considerable
proportion of routers close to network terminals for specific
geographical areas.

The above hypothesis is verified by the following exper-
iments. We measure the routing paths of 6,861 landmarks
located in Hong Kong and obtain the connections between
these landmarks and intermediate routers. Based on the statis-
tics of the measurement results, 809 routers directly con-
nected with at least 5 landmarks located at different locations
are selected. According to the geographical distribution of
these landmarks, the service range of each router is obtained
by using the calculation method in Section 3.2. The blue solid
line in Fig. 7 presents the cumulative probability distribution
of the service ranges of these routers. As shown in the fig-
ure, more than 50% of routers have a service range of less
than 2 km, and more than 60% of routers have a service range
of less than 5 km. In addition, 634 routers connected with
at least 5 landmarks at different locations through 2 hops
are selected. The cumulative probability distribution of the
service range of these routers is shown by the red dotted line
in Fig. 7. This figure indicates that the service range of routers
with 2 hops from landmarks is obviously larger, but nearly
40% of routers still have a service range of less than 5 km.
The existence of these routers makes it possible to achieve
high-precision geolocation results.

Fig. 7 also shows that some routers have a large service
range, and this may be because some of the landmarks are
close to the backbone network. Although the service range
of these routers is large, their range is still significantly
smaller than the maximum diameter (approximately 70 km)
of Hong Kong. When geolocating a target, it is often possible
to find several nearest common routers connecting the target
and the landmarks. As mentioned in Section 3.3, the target is
still expected to geolocate to a relatively small area.

B. ANALYSIS OF GEOLOCATION ERROR COMPARED WITH
EXISTING TYPICAL GEOLOCATION ALGORITHMS
This paper compares the performance of the SLG algorithm,
NC-Geo algorithm and the proposed algorithm in terms of the
two aspects of maximum error and average error.
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FIGURE 8. Scenarios for maximum error analysis.

1) ANALYSIS OF THE MAXIMUM ERROR
To analyze the maximum geolocation error of the 3 algo-
rithms, we take as an example the scenario in which a com-
mon router is directly connected to the target and landmarks.
The geographical center of the landmarks connected to the
common router, the distance between the center and the
farthest landmark, and the distance between the target and
the common router are recorded as C , r and de, respectively.
Assuming that the target and the nearest common router have
the same probability of existence at any point in the circle,
the following is true:

For the SLG algorithm, the location error is the distance
between the target and the selected landmark based on the
minimum relative delay. Themaximum error occurs when the
target and the selected landmark are located at both ends of
the circle’s diameter, as shown in Fig. 8 (a). Thus, the maxi-
mum error is ε1 = 2r(the orange solid line in Fig. 8 (a)).
In the NC-Geo algorithm, the location of the nearest com-

mon router is taken as the estimated location of the target.
Therefore, the geolocation error is the distance between the
common router and the target. The maximum error also
occurs when the nearest common router and target are located
at both ends of the circle’s diameter. Since the algorithm
assumes that the nearest common router is located in the
interior of multiple landmarks, the maximum error is slightly
less than the diameter (as shown in the red solid line in
Fig. 8 (b)). We denote the maximum error as ε2 = r + µ
(where 0 ≤ µ < r); then, r < ε2 < 2r .
For the proposed algorithm, in this scenario, the center of

the circle is taken as the estimated position of the target; thus,
the geolocation error is the distance between the center and
the target. The maximum error occurs when the target is on
the circle (as shown in Fig. 8 (c)), and the maximum error is
the radius of the circle, that is, ε3 = r(as shown by the red
solid line in the figure).

Consequently, the comparison results of the maximum
geolocation errors of the 3 algorithms are as follows: ε1 >
ε2 > ε3; that is, themaximum error of the proposed algorithm
is the smallest.

2) ANALYSIS OF AVERAGE ERROR
The SLG algorithm geolocates the target at the location of a
landmark falling within the circle. Referring to the average

error analysis method in [20], we assume that there are w
landmarks in the circle; they are denoted as L1,L2, · · · ,Lw.
The distance between the i-th landmark (denoted as Li) and
the target T is recorded as ddis(Li,T ), and the distribution
of the landmark in the circle is regarded as the uniform
distribution. Then, it is true that ddis(Li,T ) ∈ [0, ε1]. We con-
sider ddis(Li,T ) as a set of uniform values in [0, ε1], and the
probability of each value is 1/w. Then, the average error of
the SLG algorithm is as follows.

ESLG−ave

= E (ddis (Li,T )) =
1
w

w∑
i=1

ddis (Li,T ) =
1
w

w∑
i=1

i ∗ ε1
w

=
1
w
(
ε1

w
+

2ε1
w
+ . . .+ ε1)

=
1
w
(
ε1

w
(1+ 2+ . . .+ w))

=
ε1(w+ 1)

2w
=

r(w+ 1)
w

(1)

The NC-Geo algorithm regards the location of the nearest
common router as the target’s location. Considering that there
is a large error in converting the single-hop delay into distance
within a city, if w landmarks are evenly distributed in the
circle, the location of the nearest common router can also be
regarded as uniformly distributed. The distance between the
common router and the target calculated by the j-th calcu-
lation is ddis(Rj,T ) and ddis(Rj,T ) ∈ (0, ε2]. We consider
ddis(Rj,T ) as a set of uniform values in (0, ε2], and the
probability of each value is 1/w. Then, the average error of
the NC-Geo algorithm is as follows.

ENC−Geo−ave = E
(
ddis

(
Rj,T

))
=

1
w

w∑
j=1

ddis
(
Rj, T

)
=

1
w

w∑
j=1

j ∗ ε2
w
=
ε2(w+ 1)

2w

=
(r + µ)(w+ 1)

2w
(2)

The proposed algorithm regards the center of the circle
as the estimated position of the target. Since the center of
the circle is fixed, the possible position of the target can be
regarded as a uniform distribution in the circle. The distance
between the common router location and the target calculated
in the k-th time is recorded as ddis(C,Tk ), and ddis(C,Tk ) ∈
[0, ε3]. We consider ddis(C,Tk ) as a set of uniform values in
[0, ε3], and the probability of each value is 1/w. Then, the
average error of the proposed algorithm

is as follows.

EPro−Geo−ave = E (ddis (C,Tk)) =
1
w

w∑
i=1

ddis (C,Tk)

=
1
w

w∑
k=1

k ∗ ε3
w
=
ε3(w+ 1)

2w

=
r(w+ 1)

2w
(3)
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FIGURE 9. Geographical distribution of probing hosts located in China.

In conclusion, the results of comparing the average error
of the 3 algorithms are as follows:

EPro−Geo−ave =
r(w+ 1)

2w
≤ ENC−Geo−ave

=
(r + µ)(w+ 1)

2w
< ESLG−ave =

r(w+ 1)
w

;

that is, compared with the SLG algorithm and NC-Geo
algorithm, the average geolocation error of the proposed
algorithm is the smallest.

V. EXPERIMENTS
To evaluate the performance of the proposed algorithm,
geolocation experiments are performed on 12,152 IP
addresses located in China and the United States.

A. EXPERIMENTAL SETTINGS
1) NUMBER AND GEOGRAPHICAL DISTRIBUTION OF
DEPLOYED PROBING HOSTS
Considering that the targets in the experiments are located in
China and the United States, the probing hosts are deployed
in these two countries to reduce the redundancy of detection.
Among them, the probing hosts located in China are deployed
in 11 different cities, such as Beijing, Shanghai, Guangzhou,
Hong Kong and so on. The probing hosts in the United States
are also located in 11 cities, including Los Angeles, Wash-
ington and New York, among others. Fig. 9 and Fig. 10 show
the geographical distribution of these probing hosts.

2) SOURCE AND SIZE OF THE GROUND TRUTH DATA
The ground truth data consisting of IP addresses with known
locations used in the experiments are mainly obtained by the
following two ways:

The first way mines landmarks from web pages. The
detailed acquisition process is as follows. First, the

FIGURE 10. Geographical distribution of probing hosts located in the
United States.

TABLE 1. The number of IP addresses and geographical locations in the
experiment.

geographical location of an organization is mined from the
web page of its homepage; then, the IP addresses are obtained
by parsing the domain names of this homepage. We link them
together to form a record, such as 〈geographical location,
IP address〉. Next, the IP address is used to access the web
page. If the result returned is inconsistent with the original
homepage, the record is considered untrustworthy and is
deleted. Finally, we use the landmark evaluation method
based on the nearest common router proposed in [23] to
evaluate the reliability of the remaining landmarks and retain
the credible records.

The second way collects an IP with the street-level location
in query results from existing public databases. Then, the reli-
ability of the landmarks is evaluated by the method proposed
in [23], and the IPs with credible locations after the evaluation
are retained.

In the IP addresses obtained by the above two ways, the
IP addresses that respond to the requests from probing hosts
are used in the experiment. The distribution of the number of
landmarks in each city is reported in Table 1.

3) MEASURING TOOLS AND STRATEGIES
In the experiments, the delay and topology of the targets
and landmarks are needed. The measurements are initiated
from distributed probing hosts, and the traceroute tool is
utilized. When measuring a given IP address, the traceroute
tool can present a series of IP addresses from the probing
host to this IP (the path where the packets are forwarded),
in addition to the delay between the IP and the probing host.
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To improve the efficiency of measurement and obtain as
rich a network topology as possible around the target area,
different probing hosts are used for targets and landmarks
located in different cities. For targets and landmarks located
in China, wemeasure the delay and topology from 10 probing
hosts located in 10 cities in mainland China and 1 probing
host located in Washington, DC. For targets and landmarks
located in Hong Kong, 6 probing hosts located in Beijing,
Shanghai, Guangzhou, Hong Kong,Washington, DC and Los
Angeles are used. For targets and landmarks located in the
United States, 2 probing hosts located in China (Beijing and
Hong Kong) and 11 probing hosts located in the United States
are used. Due to the influence of delay expansion, wemeasure
each target and landmark 20 times and take the minimum
value for the experiment.

B. EXPERIMENTAL RESULTS AND DISCUSSIONS
In this section, comparison experiments with the NC-Geo
algorithm and the SLG algorithm are carried out to eval-
uate the performance of the proposed algorithm. We take
12,152 IP addresses with known location as the targets,
and we compare the geolocation errors of these algorithms
for these targets. In the experiments, leave-one-out cross-
validation is adopted; that is, in each geolocation experiment,
one IP is taken as the target, and the remaining IP addresses
are taken as landmarks.

1) COMPARISON WITH THE NC-GEO ALGORITHM
The NC-Geo algorithm requires that there are more than
3 landmarks connected to the nearest common router; oth-
erwise, the location of the nearest common router cannot be
calculated, and the target IP cannot be geolocated. The error
analysis shows that the average error and maximum error of
the NC-Geo algorithm are higher than those of the proposed
algorithm. In this paper, geolocation experiments compared
with the NC-Geo algorithm are carried out. The median error
and maximum error are used to represent the accuracy of
these two algorithms. The experimental results are shown
in Table 2 and Table 3.

Table 2 and Table 3 indicate that the median error and
maximum error of the proposed algorithm are less than
those of the NC-Geo algorithm. The NC-Geo algorithm can
geolocate only the target IP addresses where the number
of the landmarks connected to the nearest common router
is more than three. As a result, the NC-Geo algorithm
fails to geolocate 253, 424, 167 and 437 targets in Beijing,
Zhengzhou, Hong Kong and Los Angeles, respectively.
In contrast, the proposed algorithm can geolocate all targets.

2) COMPARISON WITH THE SLG ALGORITHM
The SLG algorithm is also taken as a comparison algorithm
to geolocate the same target. Fig. 11 shows the cumulative
probability of the error distance for 982 targets located in
Zhengzhou. The median and maximum errors of the SLG
algorithm are 2.33 km and 20.48 km, respectively, which
are 1.24 km and 15.28 km for the proposed algorithm.

TABLE 2. Test results for number of targets that can be geolocated.

TABLE 3. Comparison of geolocation results with the NC-Geo algorithm.

FIGURE 11. CDF of geolocation error for 982 targets located in Zhengzhou
City.

The median and maximum errors are reduced by 46.78% and
25.39%, respectively.

The cumulative probability of geolocation errors for
1,849 targets located in Beijing is presented in Fig. 12.
As indicated, the median and maximum errors of the SLG
algorithm are 8.98 km and 34.89 km, respectively. Further-
more, they are 6.08 km and 24.86 km for the proposed
algorithm, respectively, which are approximately 32.29% and
28.75% less than those of the SLG algorithm.

Fig. 13 presents the geolocation results of 2,460 targets
located in Los Angeles. Themedian error andmaximum error
of the SLG algorithm are 3.16 km and 34.74 km, respec-
tively. The median error and maximum error of the proposed
algorithm are 1.9 km and 33.27 km, respectively, which are
39.87% and 4.23% less than those of the SLG algorithm.

The geolocation results of 6,861 targets located in
Hong Kong are shown in Fig. 14. The median errors of
these two algorithms are 4.47 km and 3.78 km, and the
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FIGURE 12. CDF of geolocation error for 1,849 targets located in Beijing
City.

FIGURE 13. CDF of geolocation error for 2,460 targets located in Los
Angeles.

FIGURE 14. CDF of geolocation error for 6,861 targets located in
Hong Kong.

maximum errors are 34.12 km and 30.61 km, respectively.
Compared with the SLG algorithm, our algorithm reduces the
median error and maximum error by approximately 15.44%
and 10.29%, respectively.

Fig. 13 also shows that the SLG algorithm and the proposed
algorithm geolocate approximately 35% and 23% of the

targets to an error of nearly 0 km. This result occurs
because the 2,460 targets located in Los Angeles are dis-
tributed in only 1,305 different locations; that is, many targets
are located in the same location. This situation makes the
SLG algorithm have a higher probability of selecting the
landmark at the same location as the target, although the
minimum relative delay is difficult to measure and calculate
accurately. However, our algorithm has higher geolocation
accuracy for all targets.

VI. CONCLUSION
IP geolocation technology has played an important role
in many fields and has attracted extensive attention from
many scholars. The complexity and dynamics of the Internet
make it difficult to accurately geolocate target IP addresses.
Some scholars have proposed high-precision geolocation
algorithms, such as SLG and NC-Geo. However, these algo-
rithms have obvious shortcomings in practical applications
because they all need to measure the delay between nodes
within a city, which is difficult to measure accurately. This
limitation leaves room for improving the geolocation accu-
racy of the algorithms. In this paper, we explore the high-
precision geolocation algorithm and propose a street-level
geolocation algorithm based on router multilevel partitioning.
This algorithm does not utilize the delay between nodes
within a city, but it achieves higher geolocation accuracy
than existing algorithms. Both the theoretical analysis and
experimental results demonstrate that the proposed algorithm
has obvious advantages relative to the street-level geolocation
algorithms SLG and NC-Geo.

However, for targets that are not connected to the landmark
through a common router, the proposed algorithm geolocates
them only in the city center, which may be inaccurate. There-
fore, in the future, we will focus on how to make use of more
target-related network attributes to achieve high precision in
the absence of a common router.
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