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ABSTRACT This paper proposes to resolve the limitation of differential evolution (DE) that the difference
between the individuals in search behavior has not yet been utilized effectively for guiding the evolution of
the population. An adaptive guiding mechanism (AGM) based on the heuristic rules is thus suggested to make
possible, individual-dependent guidance. The AGM mainly comprises three stages: construction, separation,
and guidance. In the construction stage, the elite leadership team (ELT) is established with an adaptive
control scheme by using good information of the population. In the separation stage, the ELT is divided into
distinct elite groups that are allocated to different individuals based on their search behaviors. In the guidance
stage, the leader that is chosen from the respective elite group, as well as the promising directions extracted
from the population, are used together to guide the search of each individual. By incorporating AGM into DE,
a novel algorithm framework, named DE with AGM (DE-AGM), is proposed to enhance the performance
of DE. As a general framework, DE-AGM can be easily and seamlessly applied to most DE variants.
The experimental results on 58 benchmark functions have demonstrated the competitive performance
of DE-AGM.

INDEX TERMS Differential evolution, adaptive guiding mechanism, heuristic rule, mutation operator,
numerical optimization.

I. INTRODUCTION
Differential evolution (DE), developed by Storn and Price,

Mutation, as the salient feature of DE, attracts lots of
attention from the researchers. According to the earlier

is a simple and efficient evolutionary algorithm (EA) and
swarm intelligent (SI) optimizer for solving global numerical
optimization [1], [2]. Because of its attractive characteristics,
DE has been widely explored and successfully applied to
various real-world optimization problems in the fields of
scientific and engineering [3]. In recent decades, DE has been
extensively studied, which leads to various advanced DE vari-
ants that are proposed to further improve its performance [4].
In these DE variants, various promising mechanisms, such as
adaptive or self-adaptive method [5], [6], [6]-[8], ensemble
learning method [9]-[11], decentralized and/or parallel pop-
ulation scheme [12]-[15], and hybrid method [16]-[18], are
introduced.

The associate editor coordinating the review of this manuscript and
approving it for publication was Md Asaduzzaman.

studies [9], [19], different mutation strategies show differ-
ent search characteristics during the evolutionary process.
For example, DE/rand/1 and DE/rand/2 are completely ran-
dom in nature, in which the parent vectors involved in the
mutation process are randomly selected from the current pop-
ulation. Due to the high degree of randomness, these strate-
gies will prefer to the global exploration but may result in
slow convergence [19], [20]. Conversely, both DE/best/1 and
DE/current-to-best/1 involve the best individual of current
population to generate the mutant vectors. It makes these
strategies be good at local exploration but easily lead to pre-
mature convergence. Based on these considerations, various
approaches have been proposed to enhance the search ability
of the mutation operator for different complex problems,
which roughly fall into the following categories: design-
ing new mutation strategies [21], [22], integrating multiple
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mutation strategies [9], [10], [23], and selecting parent vec-
tors for mutation [13]-[15], [24]. These works related to the
mutation operator of DE will be reviewed in Section III.

In most DE variants, however, the difference between
individuals in search behavior has not yet been effectively
utilized for guiding the evolution of population. As shown
in [14], [20], and [24]-[26], different individuals have distinct
effects on the evolution of population. The individuals with
better fitness values can guide the population towards the
more promising regions, while the individuals with worse
fitness values can explore new search space for keeping pop-
ulations diversity [26]. Due to the different search roles, each
individual will reveal distinguished search behavior during
the process of evolution. To elaborate, the superior individ-
uals in the exploitation behavior prefer to search the area
surrounding it, and the inferior individuals in the exploration
behavior are likely to explore over a larger region. Therefore,
the guidance for different individuals ought to be designed
elaborately and individually, which will make each individual
be guided in a more effective way that matches with its search
behavior.

To address the above issue, an adaptive guiding mecha-
nism (AGM) based on heuristic rules is presented in this
study. In AGM, there are three stages, i.e., construction,
separation, and guidance, in each of which a heuristic rule is
designed. In the first stage, a collection of individuals, named
elite leadership team (ELT), is constructed by selecting best
individuals from the sorted population. Further, an adaptive
control scheme is embedded to dynamically adjust the size
of ELT along with the process of evolution. In the follow-
ing stage, different individual-dependent elite groups (/IEGs)
are separated from ELT and assigned to different individ-
uals based on their distinct search behaviors. To elaborate,
the individual with better fitness value will be allocated with
an IEG of smaller size. In the final stage, the leader that guides
the search of each individual is selected from the respec-
tive IEG. Moreover, to make the individuals evolve more
efficiently, the promising direction information is extracted
from population and incorporated into the mutation process.
With these three stages, AGM can take full advantage of the
difference between individuals in search behavior to guide the
evolution of population.

To evaluate the performance of DE-AGM, the pro-
posed framework is incorporated into several original and
advanced DE algorithms. Extensive experiments are car-
ried out on 58 benchmark functions from the special ses-
sion on real-parameter optimization of CEC2013 [27] and
CEC2017 [28]. Experimental results have demonstrated the
advantages of DE-AGM when compared with other DE vari-
ants and EAs on the test functions.

In general, the main contributions of this study are as
follows:

1) By considering the differences in search behaviors
between individuals, an adaptive guiding mecha-
nism (AGM) is proposed to achieve an individual-
dependent guidance.
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2) AGM, composed of construction, separation and guid-
ance stages, is designed with the heuristic rules to
assign different individuals with distinct elite groups
based on their search behaviors. In addition, the elite
groups are dynamically changed along with the evolu-
tionary process by an adaptive control scheme strategy.

3) By incorporating AGM into DE, the proposed
DE-AGM framework can provide an effective way
to further improve the performance of DE with the
information of population.

The rest of this paper is organized as follows. Sections II
and III review the original DE algorithm and the work
related to the approaches for enhancing the mutation strategy,
respectively. The proposed DE-AGM is presented in detail
in Section IV. In Section V, the experimental results are
presented and discussed. Finally, the conclusions and future
work are given in Section VL.

Il. DIFFERENTIAL EVOLUTION (DE)

For an optimization problem (e.g., Minimizef(X) in a D-
dimensional space), DE starts with a population of NP indi-
viduals, and each individual at the gthe generation is denoted

as X = [xi{g,xi%g,...,xfg],i = 1,2,...,NP. For each

individual X; ,, the jth variable can be initialized as follows:

X} o = Lj + mdreal(0, 1) - (U; — L) (1

where rndreal(0, 1) represents a uniformly distributed ran-
dom number in the interval [0,1], and U; and L; represent the
upper and lower bounds of the jth dimension, respectively.
After the initialization, three main operators, i.e., mutation,
crossover and selection, are carried out iteratively during the
process of evolution.

A. MUTATION

In the mutation operator, each target vector X; ¢ uses the muta-
tion strategy to generate a mutant vector V; , by combining a
base vector and difference vector(s). Several frequently used
mutation strategies are shown as follows:

e DE/rand/1

Vig=Xrg+F x X2 —Xi3¢) 2)
e DE/best/1

Vie = Xpest.g + F X Xr1,6 — Xr2,0) 3)
e DE/current-to-best/1 (or, DE/c-t-b/1 for short)

Vi,g = Xi,g +F x (Xbest,g - i,g)
+F X (Xrl,g - XrZ,g) @

e DE/rand-to-best/1 (or, DE/r-t-b/1 for short)

Vi,g = Xrl,g +F x (Xbest,g - Xrl,g)
+F X (XrZ,g - Xr3,g) ©)

where the indices 1, 72, r3,r4 and 5 € {1,2, ..., NP} \ {i}
are mutually different random indices, Xpey ¢ is the best
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individual at generation g, and F is the scaling factor that
typically lies in the interval [0.4, 1]. During the mutation
process, vﬁ will be reinitialized with Eq. (1) when it is out
of the boundary. More details of them can be found in [1]
and [3].

B. CROSSOVER

After mutation, to enhance the diversity of population, a trial
vector U; 4 is generated by performing the crossover operator
on each pair of X; ¢ and V; ;. The classic binomial crossover
operator is defined as follows:

ui: _ Vé:g’ if rndre'al(O, 1) < Crotj = jrand ©)
8 x{ ¢ otherwise.

where Cr € [0, 1] is the crossover rate and j,qng € [1, D] is

an integer that is randomly selected from the interval.

C. SELECTION

To decide whether X; , or U; ; to survive in the next genera-
tion, DE uses a one-to-one selection operator based on their
fitness values, which is performed as follows:

Xi,g+] = {Ui,g, iff(Ui,g) ff(Xj,g) )

Xi g, otherwise.

Ill. RELATED WORKS

As the salient feature of DE, the mutation operator has a
great impact on the performance of DE. Therefore, a lot
of studies from the worldwide researchers are devoting on
improving the search ability of mutation operator for solving
the complex problems [2]-[4]. In this paper, we focus on
the work related to the enhanced mutation strategies in the
following three aspects: developing new mutation strategy,
integrating multiple mutation strategies, and selecting parents
for mutation.

A. DEVELOPING NEW MUTATION STRATEGY

In view of that original DE mutation strategies are not
competent to different complex problems, many new and
sophisticated mutation strategies have been developed. In [5],
a novel variant, JADE with “DE/current-to-pbest” strategy,
is proposed by using the information of multiple best solu-
tions to generate the mutant vector, which can enhance the
diversity of the population and thus alleviate the problem
of trapping in local optimum. Similar to that, the best one
among a pool of randomly selected solutions from the current
population is used to guide the mutation process [29]. Due
to the excellent and robust performance of JADE, a series
of advanced DE variants is presented to further enhance
its search ability, i.e., success-history based adaptive DE
(SHADE) [6], SHADE with linear population size reduc-
tion (L-SHADE) [30], L-SHADE with a weighted variant
of mutation strategy (jSO) [8], and parameter adaptive DE
(PaDE) [31]. In DE with a trigonometric mutation operator
(TDE) [21], the center point of the hypergeometric triangle is
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set as the base vector, and the mutation operator is carried
out by perturbing the base vector with the sum of three
weighted difference vectors. In gaussian bare-bones differ-
ential evolution (GBDE) [32], the gaussian sampling method
is introduced into DE, and the vectors for the next generation
are generated through a standard Gaussian distribution. In DE
with a neighborhood-based mutation operator (DEGL) [33],
the ring topology is employed to define the neighborhood
of each vector in DE, and the mutant vector is generated
by linearly combining the local and global vectors with the
DE/current-to-best/1 strategy. In DE with neighborhood and
direction information (NDi-DE) [19], the best and worst
near-neighbor vectors of each individual are used to define
three types of direction information, and the mutation strate-
gies with different characteristics are equipped with different
types of direction information to generate the mutant vec-
tors. In the collective information-powered DE (CIPDE) [34],
multiple top best solutions of current population are linearly
combined to construct a collective vector, which is used as a
terminal point of difference vector to generate the mutant vec-
tor. In DE with interactive information scheme (IIN-DE) [35],
a new vector is constructed by an interactive information
scheme, which is treated as the directional vector for gener-
ating the mutant vector.

B. INTEGRATING MULTIPLE MUTATION STRATEGIES

To utilize the advantages of the search characteristics of
different mutation strategies, various attempts have been
made by integrating multiple mutation strategies together
into DE. In DE with strategy adaptation (SaDE) [9], four
mutation strategies are chosen as the candidate strategies,
and a probabilistic selection mechanism based on the success
and failure historical experience is designed to adaptively
select the suitable strategy for different target vectors to
generate the mutant vectors. In composite DE (CoDE) [23],
three mutation strategies are used to generate three trail
vectors simultaneously, and then the best one will survive
for the next generation if it defeats the target vector. In DE
with an individual-dependent mechanism (IDE) [26], four
types of mutation operators are designed for different sets
of vectors (i.e., the superior and inferior sets) and different
conditions in terms of the generation index. In DE with adap-
tive multiple sub-populations (MPADE) [22], three mutation
strategies with different search preferences are employed
respectively for the vectors in three sub-populations with
different fitness values. In multi-population ensemble DE
(MPEDE) [36], three different mutation strategies are used
and evaluated with three smaller sub-populations, and then
the best performing strategy will be applied to another larger
sub-population to generate the mutant vectors. In the histori-
cal and heuristic DE (HHDE) [37], three mutation strategies
are employed to construct a candidate pool, and then the
cumulative probability based on the historical experience of
each strategy and the heuristic value based on the fitness
value of each vector are combined together to select the
suitable strategies for different vectors. Besides, there are

58025



IEEE Access

Y. Cai et al.: Differential Evolution With Adaptive Guiding Mechanism Based on Heuristic Rules

other DE variants that are proposed with the ensemble of
mutation strategies, such as, DE with ensemble of parameters
and mutation strategies (EPSDE) [38], DE with a multi-layer
competitive-cooperative (MLCC) [39], Ensemble of DE vari-
ants (EDEV) [11], DE with strategy adaptation mechanisms
(SaM-DE) [10], DE with self-adaptive control parameters
based on zoning evolution (ZEPDE) [40], Self-adaptive
DE with multiple strategies (XADE) [41], dual-strategy
DE with affinity propagation clustering (DSDE-APC)
[42], DE with underestimation-based multimutation strategy
(DE-UMS) [43], and so on.

C. SELECTING PARENTS FOR MUTATION

In the mutation operator, the selection of parents for muta-
tion greatly affects the performance of DE [44]. Thus,
many researches focus on designing the novel mechanism
for selecting parents involved in the mutation operator.
In [15], several decentralized population topologies (e.g.,
cellular, ring, or small-world) are introduced into DE to
define the neighborhood for each vector, and the parents
for mutation are selected from the neighbors of the tar-
get vector. In DE with ranking-based mutation operators
(rankDE) [25], each vector of current population is assigned
a ranking value based on its fitness value, and the par-
ents are probabilistically selected based on their ranking
values. In DE with proximity-based mutation operators
(proDE) [45], the Euclidean distance between each pair of
vectors is calculated to evaluate their proximities, and then
the parents for mutation are selected by a roulette wheel
method based on their proximities with the target vector.
In DE with multiobjective sorting based mutation opera-
tors (MSDE) [20], the multi-objective non-dominated sorting
method is introduced into DE to calculate the probability
of selection as the parents for all the vectors based on their
fitness values and diversity indexes. In neighborhood guided
DE (NGDE) [13], the ring topology is used to define the
neighborhood of each vector, and the selection probability
for each neighbor is calculated based on its fitness value.
In neighborhood-adaptive DE (NaDE) [46], two index-based
neighborhood topologies are used as the candidate topolo-
gies, and an adaptive operator selection method is employed
to adaptively select the suitable topology for each vector
based on the historical experience. With the chosen topology,
the parents are selected from the neighborhood of target
vector based on the partition mechanism. Following the sim-
ilar idea, an individual-dependent adaptive selection strat-
egy is designed in multi-topology-based DE (MTDE) [14]
to adaptively select the topology for different target vec-
tors. In addition, the external archive mechanism is used
in DE with a successful-parent-selecting framework (SPS-
DE) [47] and DE with guiding archive (GAR-DE) [48] to
store the promising vectors generated during the evolutionary
process, and then some parents for mutation are selected
from the archive when the number of iterations that the
target vector is not continuously promoted exceeds the default
value.
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IV. PROPOSED ALGORITHM

A. MOTIVATIONS

As shown in Section III, many researches put forward dif-
ferent approaches to enhance the search ability of the DE
mutation strategy for complex problems. We have observed,
however, that the guidance for different individuals in most
DE variants has not yet been effectively distinguished based
on their distinct search behaviors. For example, the fitness
information of population has been used in [25] to guide the
search of each individual. In this way, the selection probabil-
ities of elites as leaders are identical for all the individuals.
That is, all the individuals are allocated the same set of elites
to guide the search. However, it is not an efficient way to
utilize the difference between individuals in search behavior
for guiding the search. Generally, the superior individuals
are likely to search the optimal solutions in their surround-
ing areas. Thus, it is beneficial for them to have a smaller
size of candidate leaders for exploitation. On the contrary,
the inferior individuals tend to find the better solutions in
the new search regions; thus, it is good for them to have a
larger size of candidate leaders for exploration. Therefore,
a more effective guiding mechanism is eagerly demanded by
taking into account the difference in search behavior between
individuals to further enhance the performance of DE.

To resolve the limitations of guiding mechanism in DE,
an adaptive guiding mechanism (AGM) based on heuristic
rules is proposed in this paper. By incorporating AGM into
DE, the resultant algorithm, named DE with AGM (DE-
AGM), is presented as a framework for further improving the
performance of DE. In the following subsections, the details
of AGM and DE-AGM will be given. First, the three stages of
AGM, i.e., construction, separation, and guidance, together
with the heuristic rules, will be elaborately described. Then,
the complete framework of DE-AGM will be shown. Finally,
some discussions on DE-AGM will be given.

B. ADAPTIVE GUIDING MECHANISM (AGM)

The AGM consists of three stages to guide the search of each
individual based on its search behavior. Figure 1 illustrates
the basic idea of the AGM. As shown in Figure 1, an elite
leadership team (ELT') is constructed from the sorted popula-
tion at the first stage of AGM. Then, AGM partitions the ELT
into diverse overlapped elite groups for different individuals
depending on their distinct search behaviors. Followed that,
the individual-dependent elite group (/EG), together with
the rest of population, are used to guide the search of each
individual by selecting parents for mutation. The details of
these three stages of AGM are described below.

1) STAGE 1: CONSTRUCTION

To make better use of the evolutionary information of pop-
ulation to guide the search, AGM firstly considers the
following problem: which individuals are more beneficial
for guiding the evolution of population? Here, the fitness
information-based selection method [25] is used due to its
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FIGURE 1. The basic idea of the adaptive guiding mechanism (AGM).

effectiveness and simplicity. Further, based on the previous
study [49], the whole population is spread in the search
space to explore different promising areas at the beginning
of evolution, and then they will gradually gather together
and converge to the globally or local optimal regions in the
final evolutionary stages. Therefore, to utilize the evolution
characteristics of population at different stages, an adaptive
control scheme is embedded into the construction stage to
dynamically adjust the size of ELT based on the number of
iterations.

Overall, to construct ELT with an adaptive control scheme
for current population, the heuristic rule 1 (HR1) is presented,
which is shown as follows:

Heuristic rule 1 (HR 1): Construction

ELT, = {Xpumkhli = 1,2, ..., 8T} ®)
1

e = X e G 71 ®

where X4y is the ith individual in the sorted population

based on the fitness values of population, g is the current

generation, ST, is the size of ELT,, and r is a parameter

to control the rate of reducing ST, during the evolutionary
process.

As defined in the HR1 (Eq.8 and Eq.9), the ELT, contains
the top ST, bestindividuals (or elites) as the candidate leaders
for guiding the evolution of population at the gth generation.
Further, the adaptive control scheme is carried out through
Eq.9, in which the ST, gradually decreases as the g increases.
To show how the ST, value changes under the adaptive con-
trol scheme, the change curve of ST, with Gyer = 3000 and
r = 10 is depicted in Figure 2. As Figure 2 shows, ST is
equal to NP at the beginning of evolution and then gradually
reduces along with the iterations.

2) STAGE 2: SEPARATION

During the evolutionary process, the individuals located
in various search regions are usually with different search
behaviors, resulting in distinct potential in exploring and
exploiting the search space. To take effectively advantages
of this feature to guide the search, AGM will focus on the
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FIGURE 2. The change curve of STg with Gmax = 3000 and r = 10 with
the adaptive control scheme.

following issue: how to separate the elite groups from the
ELT, for different individuals to match their search behav-
iors? As discussed in Section I'V-A, the superior individuals
in exploitation behavior attempt to search the areas with
the elites. Relatively, the inferior individuals in exploration
behavior are tend to perform random search in the large
region.

Based on this consideration, the heuristic rule 2 (HR2)
is designed to allocate the individual-dependent elite group
(IEG) to each individual with respect to its search behavior.

Heuristic rule 2 (HR 2): Separation

IEGY, = {(Xyank(j)| Xrank(j) € ELTg Aj =1, ..., 555} (10)

: rank(i) — 1

ss! = LL x |ELTg|] + 1 (11)

where IEG;;, and SS é are the elite group and its size for the ith
individual in the sorted population, respectively.

From the definition of HR2 (Eq.10 and Eq.11), different
individuals are assigned with different sizes of IEG,. To elab-
orate, the individual with the larger ranking value will be
equipped with a bigger size of IEG, and thus has more elites
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as leaders for guiding. In addition, as HR2 and Fig.1 indi-
cate, the IEGys for different individuals are overlapped. That
18,

IEG, C IEG, € --- CIEGY" ™! C IEGY" = ELT, ~ (12)

3) STAGE 3: GUIDANCE

As mentioned in Section III-C, selecting parent vectors
involved in the mutation operator plays a very important
role for DE. In DE, a mutant vector can be treated as a
leading vector to explore the search space, which is con-
structed by linearly combining the difference vector(s) and
a base vector [50]. In the final stage, AGM will deal with
the following problem: how to select the leaders as parent
vectors from the IEG, of each individual to guide its search
effectively?

For this purpose, the heuristic rule 3 (HR3) is given for
selecting parents with the aid of IEG, and the rest of current
population.

Heuristic rule 3 (HR 3): Guidance

e Selection of base vector
Xbaseray., = RandSele(IEGY) (13)
e Selection of difference vector

Xendyins = RandSele(IEGY,) (14)
Xstartyas.e = RandSele(POP, —IEG}) ~ (15)

where RandSele(A) means an individual that is randomly
selected from the set A, Xstart, g ) , A0 Xend, g, ar€ the start
and end points of difference vector for X,k (;), ¢, respectively,
and POPq is the population at the gth generation.

According to HR3 (Eq.13 - Eq.15), the base vector, as the
leader to guide the search, is randomly selected from the IEG,
of the target individual. For difference vector, the end point is
randomly selected from the corresponding IEG,, while the
start point is randomly chosen from the rest of population
(i.e., POP, — IEGi,). If POP, — IEG;;, = @, the worst individ-
ual of POP, will be treated as the start point and a randomly
selected individual from POP, will be set as the end point.
By this way, each individual can be further guided by the
promising directions that are constructed through Eq.14 and
Eq.15 in HR3. In addition, the randomness is used in the
procedure of parents selection to further promote the potential
in improving the diversity of population.

4) COMPLETE PROCEDURE OF AGM
By combining the above three stages, the complete procedure
of AGM is depicted in Algorithm 1. From Algorithm 1, it is
clear that AGM can be implemented and incorporated into
most DE variants easily.

Based on the heuristic rules of the three stages in
Algorithm 1, the original DE mutation strategies (i.e.,
Eq. (2) - (5)) enhanced with AGM are shown below.

e DE-AGM/IEG/1 (DE/rand/1 or DE/best/1 with AGM)
Vrank(i),g = Xbasem,,k(i),g

58028

Algorithm 1 Adaptive Guiding Mechanism (AGM)

1: Sort the current population in ascending order based
on the fitness values;

2: Construction stage: use HR 1 (Eq.8 —Eq.9) to establish
an elite leadership team (ELT,);

3: Separation stage: use HR 2 (Eq.10 — Eq.11) to assign
each individual with a distinct individual-dependent
elite group (IEG,) that is separated from ELT,;

4: Guidance stage: use HR 3 (Eq.13 — Eq.15) to
select parents from /EG, of each individual and current
population for mutation.

+F x (Xend

rank(i),g

- Xstart,,mk(,-)vg) (16)
e DE-AGM/DE/c-t-IEG/1 (DE/c-t-b/1 with AGM)

Vrank(i),g = Xrank(i),g +F x (Xbase,.a,,k(,»),g - Xrank(i),g)
+F x (Xendm,,k(i)_g - Xstartmnk(,-),g) (17)
o DE-AGM/DE/r-t-IEG/1 (DE/r-t-b/1 with AGM)
- Xrl,g)
- Xsl‘a}’tmnk(,‘),g) (18)

Vrank(i),g = Xrl,g +F x (Xbasem,,k(,-)_g
+F X (Xend

rank(i),g

In Eq. (16)-(18), r1, g, base,anki),s and start,gni(),; are
mutually different integers.

C. THE DE-AGM FRAMEWORK

By incorporating AGM into DE, the proposed DE-AGM
framework is shown in Algorithm 2, where the differences
from the original DE algorithm are highlighted with “x”.
As seen from Algorithm 2, DE-AGM is only different from
the original DE algorithm in the selection of parents for
the mutation operator, which is caused by introducing the
AGM. Clearly, as an algorithm framework, DE-AGM can be
seamlessly and handily applied to most DE variants.

In regard to algorithmic complexity, the additional com-
putation of DE-AGM mainly comes from the AGM (see
Algorithm 1). For sorting the whole population, it will take
O(NP xlogNP). In the three stages of AGM (i.e., construction,
separation, and guidance), the complexity of establishing the
ELT, separating the IEG, and selecting the parents are O(1),
respectively. Overall, the total complexity of DE-AGM is
O(NP x (logNP + D) X Gpax), which is still computationally
efficient when compared with the original DE algorithm that
takes O(NP x D x Gyay).

D. DISCUSSIONS

1) DIFFERENCES BETWEEN DE-AGM AND THE
NICHING-BASED DE VARIANTS

For the multi-modal optimization problems, the niching tech-
niques are widely used in DE for locating multiple optimal
solutions [51]. In most niching-based DE variants, the whole
population is divided into several subpopulations (or species)
so that each individual is restricted to communicate with
the ones that belong to the same subpopulation [52]. Similar
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Algorithm 2 DE With AGM (DE-AGM)

1: Initialize the population POPy and set g = 0;

2: Evaluate the fitness values of POPy;

3: For g = 0 to Gy;,0x Do

4: = Perform the adaptive guiding mechanism (Algo-
rithm 1);

5: % Apply the mutation operator with the selected par-
ents to generate a mutant vector for each individual;

6:  Apply the crossover operator on each pair of target
individual and its mutation vector to generate a trial
vector;

7. Evaluate the fitness values of all the trial vectors;

Apply the selection operator on each pair of target
individual and its trial vector to decide the winners for
the next population POPg1;

9. g=g+1;

10: End For

11: Output the best individual with its fitness value.

to the niching techniques used in DE, the proposed AGM
partitions the population into different groups for guiding
the evolution of population. However, there are significant
differences between them, which are shown as follows:

1) The goal of niching techniques is to maintain the diver-
sity of population. By using the niching techniques,
the multiple potential solutions can be found and pre-
served during the evolutionary process of DE [51].
Oppositely, the AGM is used to guide each individual
by a distinct group of elites based on its search behav-
ior. To elaborate, the superior individuals are assigned
with a smaller size of IEG, for exploitation, while the
inferior individuals are allocated with a bigger size of
IEG, for exploration. Therefore, other than the nich-
ing techniques for seeking multiple optimal solutions,
the proposed AGM attempts to guide the DE population
towards the global optimal solution via assigning each
individual with an individual-dependent elites group
based on its search behavior.

2) The partition of population in most niching-based
DE variants is achieved by distance-based or
topology-based methods [51]-[53]. In both methods,
the niching parameters (e.g., niche radius, or crowd-
ing factor) are needed to be specified for setting the
number of subpopulations. Thus, the size of subpop-
ulations is fixed with the niching-based DE variants.
Further, the overlapping subpopulations are always
avoided in these DE variants to reduce the redundant
searches. On the contrary, the partition of elite groups
in DE-AGM is realized based on the fitness information
of population by AGM. To elaborate, the elite leader-
ship team (ELTy) is constructed with the best individ-
uals, followed by that different overlapping /EGs are
separated from ELT, for distinct individuals. Clearly,
the partition of ELT, in AGM depends on the search
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behaviors of different individuals, which is dramati-
cally different from that in the niching techniques.

2) CHARACTERISTICS OF DE-AGM
Overall, the characteristics of DE-AGM can be summarized
in the following aspects:

1y

2)

3)

The elite leadership team is constructed by the
ranking-based selection method and an adaptive con-
trol scheme strategy, which is beneficial for the bal-
ance between exploration and exploitation. As the
previous studies show, DE is good at exploring the
search space and thus is characterized by a high
exploration [25], [54]. In DE-AGM, on the one hand,
the ranking-based selection method utilizes good infor-
mation of the best individuals to construct the elite team
for guiding the evolution of population, which can help
DE to enhance its exploitation ability. On the other
hand, the adaptive control scheme gradually reduces
the size of the elite team with the increasing of itera-
tions. It is beneficial for DE to focus the search in the
promising areas along with the process of evolution.
With these two operators, AGM can make DE achieve
a better balance between exploration and exploitation.
Distinct elite groups are assigned to different individ-
uals based on their search behaviors, which can effec-
tively promote the utilization of population information
for guiding the search. Other than most DE variants
that use the same leaders for different individuals,
DE-AGM makes the best of the difference between
individuals in search behavior to guide each individual
by an individual-dependent elite group. Specifically,
the superior individual is allocated with a smaller size
of elites group for exploitation, while the inferior indi-
vidual is assigned with a bigger size of elites group for
exploration. In this way, the population information can
be utilized more effectively by the AGM.

The leader that guides the search of each individual
is selected from the respective elite group, meanwhile
the promising direction information extracted from the
population is incorporated into the mutation operator.
On the one hand, each individual of population is
simultaneously guided by multiple elites to reduce the
chance of trapping in local optimum. On the other
hand, the incorporation of direction information can
effectively guide the search of individuals towards
the promising regions. In addition, the randomness of
selecting parents used in the guidance stage of AGM
can make the mutation process in a more balanced way.

V. EXPERIMENTAL STUDY

In this section, 58 benchmark functions from the CEC2013
and CEC2017 special session on real-parameter optimization
are chosen to evaluate the performance of DE-AGM. The
28 benchmark functions from CEC2013 [27] include 5 uni-
modal functions (F1-F5), 15 basic multimodal functions
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FIGURE 3. Convergence graphs of DE-AGM and the corresponding original DE algorithms for the selected CEC2013 functions. (a) F2, 30D. (b) F13, 30D.

(c) F20, 30D. (d) F2, 50D. (e) F13, 50D. (f) F20, 50D.

TABLE 1. Parameter settings for the DE algorithms.

Parameters Setting
Population size (N P) 100
Scaling factor (F) 0.5
Crossover factor (Cr) 0.9

Rate of reducing ST () 10
Independent number of runs (NumR) 30
Maximum number of generations (Gmaz) 102 x D

(F6-F20) and 8 composition functions (F21-F28), while the
30 benchmark functions from CEC2017 [28] consist of 3
unimodal functions (f1-f3), 7 simple multimodal functions
(f4-£10), 10 hybrid functions (f 11-f20) and 10 composition
functions (f21-f30). More details of them can be found
in [27] and [28].

For a fair comparison, the parameters for the DE algo-
rithms considered in this paper are set as Table 1 if no
change is mentioned. To show the significant differences
among the algorithms, the non-parametric statistical tests are
carried out through the KEEL software.! The results of the
single-problem analysis by the Wilcoxon test [55]-[57] at
a = 0.05 are shown in the tables as “+/ = /—"", which
means that DE-AGM significantly outperforms, equals to
and is significantly outperformed by the compared algorithm
on the corresponding number of functions, respectively. For
brevity, only the statistical results for the comparisons are

TKEEL: a software tool to assess EAs to data mining problems, which can
be available from http://www.keel.es/.
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given in this paper, and the detailed numerical values of
simulations in the supplementary file can be obtained from
the first author.

A. PERFORMANCE ENHANCEMENT OF ORIGINAL DE
ALGORITHMS

To test the effectiveness of the proposed framework
on the original DE algorithm, DE-AGM is incorporated
into four original mutation strategies, i.e., DE/rand/I,
DE/best/1, DE/current-to-best/1 and DE/rand-to-best/1. The
statistics summarizing the performance comparisons for
the CEC2013 functions at 30D and 50D are shown
in Tables 2 - 3. In these tables, based on the multiple-problem
analysis by the Wilcoxon test, R+ and R— mean the
sum of ranks that DE-AGM performs significantly bet-
ter than and worse than its competitor, respectively, which
are used to identify differences between pair of algorithms
on all the test functions [55]-[57]. In addition, the con-
vergence graphs of DE-AGM and the corresponding DE
algorithms for some selected test functions are shown
in Figure 3.

According to Table 2, DE-AGM can enhance the per-
formance of all the considered DE algorithms on the
CEC2013 test functions at 30D. For the explorative strate-
gies (i.e., DE/rand/1), DE-AGM is significantly better than
it on 13 functions. For the exploitative strategies (i.e.,
DE/best/1, DE/current-to-best/1, and DE/rand-to-best/1),
DE-AGM is significantly better than them on 23, 27 and
24 functions, respectively. Based on the statistical tests
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TABLE 2. Results of single- and multiple-problem analysis by the Wilcoxon test between DE-AGM and the corresponding original DE algorithms for the

CEC2013 functions at 30D.

Algorithm +/=/- R+ R— p-value a=0.05 «a=0.1
DE-AGM/IEG/1 vs. DE/rand/1 13/6/9 269.5 1365 1.26E-01 YES YES
DE-AGM/IEG/1 vs. DE/best/1 23/2/3 349.0 57.0 8.50E-04 YES YES
DE-AGM/c-t-IEG/1 vs. DE/c-t-b/1 ~ 27/1/0 3780 O 5.00E-06 YES YES
DE-AGM/r-t-IEG/1 vs. DE/r-t-b/1 24/4/0 388.0 18.0 2.40E-05 YES YES

TABLE 3. Results of single- and multiple-problem analysis by the Wilcoxon test between DE-AGM and the corresponding original DE algorithms for the

CEC2013 functions at 50D.

Algorithm +/=/- R+ R— p-value a=0.05 «a=0.1
DE-AGM/IEG/1 vs. DE/rand/1 12/7/9 2420 136.0 1.99E-01 YES YES
DE-AGM/IEG/1 vs. DE/best/1 22/3/3 3495  56.5 8.16E-04  YES YES
DE-AGM/c-t-IEG/1 vs. DE/c-t-b/1 ~ 26/2/0 3780 0.0 5.00E-06 YES YES
DE-AGM/r-t-IEG/1 vs. DE/r-t-b/1 24/4/0 3770 1.0 6.00E-06 YES YES

TABLE 4. Results of single- and multiple-problem analysis by the Wilcoxon test between DE-AGM and the corresponding advanced DE algorithms for the

CEC2013 functions at 30D.

Algorithm +/=/— R+ R— p-value a=005 a=0.1
ODE-AGM vs. ODE 23/3/2 3750 3.0 7.00E-06 YES YES
CoDE-AGM vs. CoDE 15/1172 316.5 615 2.04E-03 YES YES
SaDE-AGM vs. SaDE 15/1172 298.5 795 8.22E-03 YES YES
MDEpBX-AGM vs. MDEpBX  18/10/0 396.0 10.0 1.00E-05 YES YES
SHADE-AGM vs. SHADE 11/11/6 196.5 181.5 8.47E-01 NO NO

TABLE 5. Results of single- and multiple-problem analysis by the Wilcoxon test between DE-AGM and the corresponding advanced DE algorithms for the

CEC2013 functions at 50D.

Algorithm +/=/- R+ R— p-value a=0.05 «a=0.1
ODE-AGM vs. ODE 13/10/5 286.5 119.5 5.58E-02 NO YES
CoDE-AGM vs. CoDE 15/12/1 315.5 625 1.66E-03 YES YES
SaDE-AGM vs. SaDE 16/10/2 311.0 670 3.16E-03 YES YES
MDEpBX-AGM vs. MDEpBX  20/6/2 337.0 41.0 3.46E-04 YES YES
SHADE-AGM vs. SHADE 8/13/7 2345 1435 2.68E-01 NO NO

for multiple-problem analysis, DE-AGM obtains the higher
R+ values than R— values in all the cases. Further, all the p
values are less than 0.05 and 0.1, which means that DE-AGM
is significantly better than the corresponding original DE
algorithms overall.

From Table 3, DE-AGM also consistently outperforms
the corresponding DE algorithms on the functions at 50D.
Specifically, DE-AGM is significantly better than DE/rand/1,
DE/best/1, DE/current-to-best/1 and DE/rand-to-best/1 on
12, 22, 26 and 24 functions, respectively. In addition, the sta-
tistical tests show that DE-AGM obtains the higher R+ values
than R— values and the p values are less than both 0.05 and
0.01, in all the cases.

Furthermore, as shown in Figure 3, DE-AGM is better than
the corresponding DE algorithm in terms of convergence rate
for most selected functions.

In general, the above results clearly indicate that the pro-
posed DE-AGM framework can greatly enhance the perfor-
mance of these basic DE algorithms.
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B. PERFORMANCE ENHANCEMENT OF ADVANCED DE
VARIANTS

To further test the effect on advanced DE variants, DE-AGM
is incorporated with five DE variants, ODE [58], CoDE [23],
SaDE [9], MDEpBX [29] and SHADE [6]. The parameters
of these DE variants are set as their original papers except
that NP in CoDE and SaDE are set to 100. The statistics
summarizing the performance comparisons for the functions
at 30D and 50D are shown in Tables 4 - 5. Additionally,
Figure 4 depicts the convergence graphs of the competitors
for some selected test functions.

As shown in Tables 4 - 5, on the one hand, DE-AGM
can significantly outperform most advanced DE variants on
the test functions. DE-AGM is significantly better than the
corresponding ODE, CoDE, SaDE, MDEpBX and SHADE
on 23, 15, 15, 18 and 11 functions at 30D, respectively.
For the functions at 50D in Table 5, DE-AGM significantly
outperforms the corresponding DE variants on 13, 15, 16,
20 and 8 functions, respectively. On the other hand, in terms
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FIGURE 4. Convergence graphs of DE-AGM and the corresponding advanced DE variants for the selected CEC2013 functions. (a) F2, 30D. (b) F14, 30D.

(c) F21, 30D. (d) F2, 50D. (e) F14, 50D. (f) F21, 50D.

of convergence speed, DE-AGM also beats the corresponding
DE variants on most selected functions according to Figure 4.
Based on the multiple-problem analysis by the Wilcoxon
test in Tables 4 - 5, DE-AGM can obtain the higher R+
values than R— values in all the cases. Further, according to
the p value, four cases obtain the values that are less than
0.05 and 0.1, for the functions at 30D in Table 4. From
Table 5, the p values are less than 0.05 and 0.1 in three
and four cases, respectively, for the functions at SOD. These
results indicate that DE-AGM performs significantly better
than most corresponding DE variants on the test functions
overall according to the multiple problem statistical analysis.
In summary, these results in Tables 4-5 and Figure 4 clearly
show that DE-AGM is an effective framework to further
improve the performance of most advanced DE variants.

C. COMPARISON WITH STATE-OF-THE-ART EAS

In this subsection, the proposed DE-AGM framework
is further compared with six state-of-the-art EAs that
have been reported to have good performance in the
CEC2013 competition on real-parameter optimization.
They are covariance adaptation matrix evolution strategy
with re-sampled inheritance search (CMAES-RIS) [59],
frequency-based heterogeneous particle swarm optimizer
(fk-HPSO) [60], genetic algorithm with three-parent
crossover (TPC-GA) [61], standard particle swarm optimiza-
tion with artificial bee colony (ABC-SPSO) [62], contin-
uous differential ant-stigmergy algorithm (CDASA) [63],
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and hybrid mean-variance mapping optimization (MVMO-
SH) [64]. The results of these algorithms are obtained directly
from their original papers.

To show the advantages of the proposed framework,
the best overall performing DE-AGM algorithm will be cho-
sen for this comparison. For this purpose, the Friedman test,
conducted by the KEEL [55], is used to obtain the rankings of
different DE-AGM versions and the corresponding DE algo-
rithms for all CEC2013 test functions. The results are shown
in Table 6, where “ARV”’ and “Ranking”” mean the average
ranking value and the final ranking value of the corresponding
algorithm, respectively. As shown in Table 6, SHADE-AGM
obtains the first rank, followed by SHADE for all the func-
tions both at 30D and 50D. In addition, it is interesting to find
that all the DE-AGM versions obtain the better ranking value
than the corresponding DE algorithms. Based on the results
in Table 6, SHADE-AGM is selected for comparison in this
study. The results for the performance comparisons between
SHADE-AGM and other EAs are shown in Table 7, where
“NBS” means the number of best solutions obtained by the
algorithm in terms of the mean error value. The detailed
results of comparison can be found in the supplemental file
of this paper.

As shown in Table 7, SHADE-AGM gets the second
rank overall for the functions both at 30D and 50D. It out-
performs CMADE-RIS, ABC-SPSO, fk-PSO, CDASA, and
TPC-GA, and is only outperformed by MVMO-SH. In addi-
tion, with respect to “NBS””, SHADE-AGM achieves the
best mean error value on 13 and 11 functions at 30D
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TABLE 6. Average ranking of all the competitors by Friedman test for the CEC2013 functions at 30D and 50D.

Algorithm at 30D AVG Ranking  Algorithm at S0D AVG Ranking
SHADE-AGM 3.804 1 SHADE-AGM 3.946 1
SHADE 4.000 2 SHADE 4.446 2
DE-AGM/c-t-IEG/1 ~ 5.286 3 MDEpBX-AGM 6.554 3
MDEpBX-AGM 5.643 4 SaDE-AGM 6.589 4
SaDE-AGM 6.482 5 ODE-AGM 7.036 5
ODE-AGM 6.714 6 DE-AGM/c-t-IEG/1  7.054 6
DE-AGM/r-t-IEG/1 ~ 7.536 7 DE-AGM/IEG/1 7.518 7
SaDE 7.661 8 SaDE 7.875 8
DE-AGM/IEG/1 7.821 9 DE-AGM/r-t-IEG/1  8.661 9
DE/rand/1 8.929 10 ODE 8.732 10
MDEpBX 9.054 11 MDEpBX 8.821 11
DE/r-t-b/1 12.196 12 DE/rand/1 8.893 12
DE/c-t-b/1 12964 13 CoDE-AGM 12.321 13
CoDE-AGM 13232 14 DE/r-t-b/1 12.643 14
ODE 13.804 15 CoDE 13786 15
DE/best/1 13.804 16 DE/c-t-b/1 13982 16
CoDE 14.071 17 DE/best/1 14.143 17

TABLE 7. Average ranking of SHADE-AGM and other EAs by Friedman test for the CEC2013 functions at 30D and 50D.

Algorithm at 30D AVG  Ranking NBS Algorithmat50D AVG  Ranking NBS
MVMO-SH 2393 1 10 MVMO-SH 2393 1 9
SHADE-AGM 2750 2 13 SHADE-AGM 2839 2 11
CMAES-RIS 3839 3 9 CMAES-RIS 3536 3 7
ABC-SPSO 4179 4 6 ABC-SPSO 4429 4 4
fk-PSO 4518 5 4 fk-PSO 4661 5 3
CDASA 5143 6 2 CDASA 4714 6 2
TPC-GA 5179 17 2 TPC-GA 5429 7 1

and 50D, respectively, while MVMO-SH obtains the best
mean error value on 10 and 9 functions at 30D and 50D,
respectively. Note that MVMO-SH is a memetic EA
that incorporates local search and multi-parent crossover
strategies [64]. Therefore, it is not surprising that MVMO-SH
can obtain the better result than SHADE-AGM overall, due
to that SHADE-AGM is an pure DE algorithm. In the future,
some sophisticated local search operators will be incorpo-
rated into the DA-AGM framework to further improve its
performance.

D. COMPARISON WITH MULTI-TOPOLOGY-BASED DE
VARIANT
Recently, Sun et al. [14] proposed a multi-topology-based
DE (MTDE) variant that employs four population topologies
with different degrees of connectivity to guide the search of
DE by an individual-dependent adaptive topology selection
scheme [14]. Similar to MTDE, DE-AGM also designs a
guiding mechanism that depends on the search behaviors
of different individuals to improve the performance of DE.
Hence, to test the effectiveness of AGM, the comparison
between DE-AGM and MTDE is carried out. The experimen-
tal results on the CEC2013 functions at 30D and 50D are
shown in Tables 8 and 9, respectively. In addition, the box
plots for some selected functions are shown in Figure 5.

As observed from Table 8, DE-AGM can obtain signif-
icantly better results than MTDE overall in most cases.
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Specifically, in the cases of DE/best/1, DE/current-to-best/1,
DE/rand-to-best/1, CoDE, and SaDE, DE-AGM is signifi-
cantly better than MTDE on 17, 24, 15, 15, and 13 functions
at 30D, respectively. For the functions at 50D in Table 9,
DE-AGM also significantly outperforms the correspond-
ing MTDE on most functions. Based on the results of
multi-problem analysis by the Wilcoxon test, DE-AGM
obtains the higher R+ values than R— values in all the cases.
With regards to p, the values are less than 0.05 and 0.1 in most
cases for the functions both at 30D and 50D. These results
clearly indicate that significant differences can be observed
between DE-AGM and MTDE in most cases according to
the multiple problem statistical analysis. Furthermore, Fig-
ure 5 shows that DE-AGM performs better than the corre-
sponding MTDE on all the selected functions in terms of
robustness.

According to the above analysis, DE-AGM is a more effec-
tive framework than MTDE on the test functions in utiliz-
ing the difference between individuals in search behavior.
Further, the advantages of AGM also be demonstrated when
compared with the guiding mechanism in MTDE.

E. EFFECTIVENESS OF AGM

As reviewed in Section III-C, several DE frameworks are pro-
posed for selecting elites as leaders to guide the evolution of
population. To further investigate the effectiveness of AGM,
rank-based strategy [25], proximity-based strategy [45], and
multiobjective sorting-based strategy [20] are selected for
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FIGURE 5. Box plots of DE-AGM and MTDE with the “DE/best/1” strategy on the selected functions.
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TABLE 8. Results of single-and multiple-problem analysis by the Wilcoxon test between DE-AGM and MTDE for the CEC2013 functions at 30D.

Algorithm +/=/— R+ R— p-value a=005 a=01
DE-AGM/IEG/1 vs. MTDE/rand/1 7/10/11 2225 1835  6.49E-01 NO NO
DE-AGM/IEG/1 vs. MTDE/best/1 17/6/5 299.0 107.0  2.75E-02 YES YES
DE-AGM/c-t-IEG/1 vs. MTDE/c-t-b/1 ~ 24/4/0 390.0 16.0 2.00E-05 YES YES
DE-AGM/r-t-IEG/1 vs. MTDE/r-t-b/1 15/1172 3100 96.0 1.44E-02 YES YES
CoDE-AGM vs. MTCoDE 15/12/1 3105 675 3.01E-03 YES YES
SaDE-AGM vs. MTSaDE 13/11/4 288.5 1175 5.02E-02 NO YES

TABLE 9. Results of single-and multiple-problem analysis by the Wilcoxon test between DE-AGM and MTDE for the CEC2013 functions at 50D.

Algorithm +/=/— R+ R— p-value a=005 a=0.1
DE-AGM/IEG/1 vs. MTDE/rand/1 8/10/10 170.0  208.0  1.00E+00 NO NO
DE-AGM/IEG/1 vs. MTDE/best/1 16/10/2 3100 68.0 3.41E-03 YES YES
DE-AGM/c-t-IEG/1 vs. MTDE/c-t-b/1 ~ 22/3/3 3060 72.0 4.76E-03 YES YES
DE-AGM/r-t-IEG/1 vs. MTDE/r-t-b/1 15/12/1 253.0 1250 1.21E-01 NO NO
CoDE-AGM vs. MTCoDE 15/12/1 3185 595 1.52E-03 YES YES
SaDE-AGM vs. MTSaDE 14/10/4 3145 635 2.40E-03 YES YES

comparison. The DE variants with these three strategies are
denoted as rankDE, proDE and MSDE, respectively. Here,
six DE algorithms, i.e., DE/rand/1, DE/best/1, DE/current-to-
best/1, DE/rand-to-best/1, CoDE, and SaDE, are used in this
experimental study. In addition, to show the robustness of the
DE variants when equipped with different selection strate-
gies, the box plots for some selected functions are depicted
in Figure 6.

1) COMPARISON WITH RANK-BASED STRATEGY

The results of the comparisons between DE-AGM and
rankDE are shown in Tables 10 - 11. From Table 10,
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DE-AGM significantly outperforms rankDE in most cases.
In the cases of DE/rand/1, DE/best/1, DE/current-to-best/1,
DE/rand-to-best/1, CoDE, and SaDE, DE-AGM is signifi-
cantly better than corresponding rankDE on 11, 23, 27, 23,
10 and 8 functions at 30D, respectively. For the functions
at 50D, DE-AGM also obtains significantly better results
than rankDE in most cases. Further, based on the results
of multi-problem analysis by the Wilcoxon test, DE-AGM
obtains higher R+ values than R— values in all the cases.
According to the p values, DE-AGM is significantly better
than the corresponding rankDE variant overall in most cases.
Also, Figure 6 exhibits the advantage of DE-AGM in terms of
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FIGURE 6. Box plots of DE-AGM, rankDE, proDE, and MSDE with the “DE/best/1” strategy on the selected functions.

TABLE 10. Results of single- and multiple-problem analysis by the Wilcoxon test between DE-AGM and rankDE for the CEC2013 test functions at 30D.

Algorithm +/=/— R+ R— p-value a=0.05 a=0.1
DE-AGM/IEG/1 vs. rankDE/rand/1 11/7/10 2475 1585  3.05E-01 NO NO
DE-AGM/IEG/1 vs. rankDE/best/1 23/2/3 3500 56.0 7.83E-04 YES YES
DE-AGM/c-t-IEG/1 vs. rankDE/c-t-b/1 ~ 27/1/0 406.0 0.0 4.00E-06 YES YES
DE-AGM/r-t-IEG/1 vs. rankDE/r-t-b/1 23/3/2 3210 57.0 1.46E-03 YES YES
CoDE-AGM vs. rankCoDE 10/15/3 296.5 109.5  3.13E-02 YES YES
SaDE-AGM vs. rankSaDE 8/15/5 270.0 108.0  4.95E-02 YES YES

TABLE 11. Results of single- and multiple-problem analysis by the Wilcoxon test between DE-AGM and rankDE for the CEC2013 test functions at 50D.

Algorithm +/=/—- R+ R— p-value a=0.05 a=01
DE-AGM/IEG/1 vs. rankDE/rand/1 10/8/10 2315 1745  5.09E-01 NO NO
DE-AGM/IEG/1 vs. rankDE/best/1 22/3/3 3270 510 8.76E-04 YES YES
DE-AGM/c-t-IEG/1 vs. rankDE/c-t-b/1 ~ 27/1/0 3780 0.0 5.00E-06 YES YES
DE-AGM/r-t-IEG/1 vs. rankDE/r-t-b/1 24/3/1 343.0 35.0 2.06E-04 YES YES
CoDE-AGM vs. rankCoDE 14/10/4 2555 1225  1.03E-01 NO NO
SaDE-AGM vs. rankSaDE 15/9/4 2935 845 1.16E-02 YES YES

robustness on all the selected functions. Overall, these results
in Tables 10 - 11 and Figure 6 indicate that DE-AGM is more
effective than rankDE on the test functions.

2) COMPARISON WITH PROXIMITY-BASED STRATEGY

The results for the comparison between DE-AGM and proDE
are shown in Tables 12 - 13. As shown in the Tables,
DE-AGM obtains the significantly better results than proDE
in most cases. Further, based on the results of multi-problem
analysis by the Wilcoxon test, DE-AGM obtains higher R+
values than R— values in all the cases. The values of p also
clearly indicate that DE-AGM is significantly better than
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proDE overall in five cases for the functions both at 30D
and 50D. According to Figure 6, DE-AGM is better than
proDE in terms of robustness on all the selected functions.
Therefore, we can conclude that AGM is more effective than
the proximity-based strategy in utilizing the neighborhood
information to guide the search of DE.

3) COMPARISON WITH MULTIOBJECTIVE SORTING-BASED
STRATEGY

The results for the comparison between DE-AGM and
MSDE are shown in Tables 14 - 15. From the results
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TABLE 12. Results of single- and multiple-problem analysis by the Wilcoxon test between DE-AGM and proDE for the CEC2013 functions at 30D.

Algorithm +/=/- R+ R— p-value a=005 «a=0.1
DE-AGM/IEG/1 vs. proDE/rand/1 14/5/9 269.5 136.5 1.27E-01 NO NO
DE-AGM/IEG/1 vs. proDE/best/1 23/2/3 351.0 550 7.21E-04 YES YES
DE-AGM/c-t-IEG/1 vs. proDE/c-t-b/1 ~ 27/1/0 406.0 80.0 4.00E-06 YES YES
DE-AGM/r-t-IEG/1 vs. proDE/r-t-b/1 24/4/0 363.0 150 2.80E-05 YES YES
CoDE-AGM vs. proCoDE 14/12/2 3295 485 6.30E-04 YES YES
SaDE-AGM vs. proSaDE 15/1172 3005 775 6.96E-03 YES YES

TABLE 13. Results of single- and multiple-problem analysis by the Wilcoxon test between DE-AGM and proDE for the CEC2013 functions at 50D.

Algorithm +/=/—- R+ R— p-value a=0.05 «a=0.1
DE-AGM/IEG/1 vs. proDE/rand/1 12/7/9 226.5 151.5  3.60E-01 NO NO
DE-AGM/IEG/1 vs. proDE/best/1 22/3/3 328.0 50.0 8.04E-04 YES YES
DE-AGM/c-t-IEG/1 vs. proDE/c-t-b/1 ~ 26/2/0 378.0 0.0 5.00E-06 YES YES
DE-AGM/r-t-IEG/1 vs. proDE/r-t-b/1 24/4/0 377.0 1.0 6.00E-06 YES YES
CoDE-AGM vs. proCoDE 14/14/0 364.5 415 1.90E-04 YES YES
SaDE-AGM vs. proSaDE 16/9/3 341.0 650 1.61E-03 YES YES

TABLE 14. Results of single-and multiple-problem analysis by the Wilcoxon test between DE-AGM and MSDE for the CEC2013 functions at 30D.

Algorithm +/=/—- R+ R— p-value a=0.05 a=0.1
DE-AGM/IEG/1 vs. MSDE/rand/1 15/3/10 2725 1335 1.11E-01 NO NO
DE-AGM/IEG/1 vs. MSDE/best/1 13/9/6 2915 1145  4.27E-02 YES YES
DE-AGM/c-t-IEG/1 vs. MSDE/c-t-b/1 ~ 25/3/0 3970 9.0 9.00E-06 YES YES
DE-AGM/r-t-IEG/1 vs. MSDE/r-t-b/1 22/5/1 360.0 18.0 3.80E-05 YES YES
CoDE-AGM vs. MSCoDE 14/12/2 3515 545 5.78E-04 YES YES
SaDE-AGM vs. MSSaDE 15/12/1 298.0  80.0 8.32E-03 YES YES

TABLE 15. Results of single-and multiple-problem analysis by the Wilcoxon test between DE-AGM and MSDE for the CEC2013 functions at 50D.

Algorithm +/=/- R+ R— p-value a=0.05 a=0.1
DE-AGM/IEG/1 vs. MSDE/rand/1 12/7/9 2285 1775  5.54E-01 NO NO
DE-AGM/IEG/1 vs. MSDE/best/1 13/10/5 257.0 121.0  9.98E-02 NO YES
DE-AGM/c-t-IEG/1 vs. MSDE/c-t-b/1 ~ 26/1/1 3700 8.0 1.30E-05 YES YES
DE-AGM/r-t-IEG/1 vs. MSDE/r-t-b/1 23/5/0 367.5 105 1.50E-05 YES YES
CoDE-AGM vs. MSCoDE 14/14/0 364.5 415 1.90E-04 YES YES
SaDE-AGM vs. MSSaDE 16/9/3 341.0 65.0 1.61E-03 YES YES

in Tables 14 - 15, DE-AGM significantly outperforms MSDE
in most cases. For DE/best/1, DE/current-to-best/1, DE/rand-
to-best/1, CoDE, and SaDE, DE-AGM is significantly better
than MSDE on most functions both at 30D and 50D. Based on
multi-problem analysis by the Wilcoxon test, the significant
differences between DE-AGM and MSDE are also observed
in these five cases. In the case of DE/rand/1, DE-AGM
can also obtain higher R+ values than R— values, although
no significant differences can be observed between them.
Additionally, Figure 6 indicates the better performance of
DE-AGM when compared with MS-DE on the selected func-
tions. In general, the effectiveness of AGM is further demon-
strated when compared with the multiobjective sorting-based
strategy.

F. PERFORMANCE SENSITIVITY TO r
In DE-AGM, the control parameter r is used to control the
rate of reducing ST, for constructing the ELT, during the
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evolutionary process. To evaluate the influence of r on the
performance of DE-AGM, the comparisons of the DE-AGM
variants with different r values are carried out. Here, five dif-
ferent r values (i.e., 10, 20, 30, 40 and 50) are considered, and
two DE-AGM variants (DE-AGM/IEG/1 and ODE-AGM)
are used for comparison. The results of multiple-problem
Wilcoxon tests on the CEC2013 functions are summarized
in Tables 16 - 17.

As Table 16 shows, all the DE-AGM/IEG/1 variants are
able to obtain the significantly better results than DE/best/1.
When r = 10, the performance of DE-AGM/IEG/I1 is
better than other four variants, although no significant dif-
ferences can be observed between them. When r = 20,
DE-AGM/IEG/ is significantly better than the variants with
r = 30 and r = 50. Similarly, the results in Table 17 show
that all the ODE-AGM variants are significantly better than
ODE. ODE-AGM with r = 10 is significantly better than
other four variants at both ¢« = 0.1 and ¢ = 0.05,
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TABLE 16. Summary of the multi-problem Wilcoxon test for DE/best/1 versus DE-AGM/IEG/1 with different r values on the CEC2013 functions at 30D.

DE-AGM/IEG/1(a) denotes DE-AGM/IEG/1 with the r value that is set to a.

Algorithm a=0.05 a=0.1 Algorithm a=0.05 a=0.1
DE/best/1 DE-AGM/IEG/1(10)
vs. DE-AGM/IEG/1(10) - - vs. DE-AGM/IEG/1(20) = =
vs. DE-AGM/IEG/1(20) - - vs. DE-AGM/IEG/1(30) = =
vs. DE-AGM/IEG/1(30) - - vs. DE-AGM/IEG/1(40) = =
vs. DE-AGM/IEG/1(40) - - vs. DE-AGM/IEG/1(50) = =
vs. DE-AGM/IEG/1(50) - DE-AGM/IEG/1(30)
DE-AGM/IEG/1(20) vs. DE-AGM/IEG/1(40)
vs. DE-AGM/IEG/1(30) + + vs. DE-AGM/IEG/1(50) = =
vs. DE-AGM/IEG/1(40) = = DE-AGM/IEG/1(40)
vs. DE-AGM/IEG/1(50) + + vs. DE-AGM/IEG/1(50) = =

TABLE 17. Summary of the multi-problem Wilcoxon test for ODE versus ODE-AGM with different r values on the CEC2013 functions at 30D. ODE-AGM(a)

denotes ODE-AGM with the r value that is set to a.

Algorithm a=005 a=0.1 Algorithm a=005 a=0.1

ODE ODE-AGM(10)
vs. ODE-AGM(10) — - vs. ODE-AGM(20) + +
vs. ODE-AGM(20) — — vs. ODE-AGM(30) + +
vs. ODE-AGM(30) — — vs. ODE-AGM(40) + +
vs. ODE-AGM(40) — - vs. ODE-AGM(50) + +
vs. ODE-AGM(50) - - ODE-AGM(30)

ODE-AGM(20) vs. ODE-AGM(40) = =
vs. ODE-AGM(30) = = vs. ODE-AGM(50) = =
vs. ODE-AGM(40) + + ODE-AGM(40)
vs. ODE-AGM(50) = + vs. ODE-AGM(50) = =

TABLE 18. Results of single-and multiple-problem analysis by the Wilcoxon test between DE-AGM and the corresponding DE algorithm for the

CEC2017 functions at 30D.

while ODE-AGM with r =

Algorithm +/=/—- R+ R— p-value a=0.05 a=0.1
DE-AGM/IEG/1 vs. DE/rand/1 21/5/4 419.5 455 1.15E-04 YES YES
DE-AGM/IEG/1 vs. DE/best/1 29/0/1 4460 19.0 1.10E-05 YES YES
DE-AGM/c-t-IEG/1 vs. DE/c-t-b/1 ~ 29/1/0 4650 O 2.00E-06 YES YES
DE-AGM/1-t-IEG/1 vs. DE/r-t-b/1 29/1/0 4650 O 2.00E-06 YES YES
CoDE-AGM vs. CoDE 23/6/1 446.5 185 9.00E-06 YES YES
ODE-AGM vs. ODE 9/15/6 2945 1705  1.99E-01 NO NO
SaDE-AGM vs. SaDE 18/10/2 4035 315 5.30E-05 YES YES
MDEpBX-AGM vs. MDEpBX 19/11/0 416.0 49.0 1.42E-04 YES YES
jSO-AGM vs. jSO 0/29/1 3395 1255  2.66E-02 YES YES

20 significantly outperforms

Overall, these results of Tables 16-17 indicate that

ODE-AGM with both r = 40 and » = 50. There are no
significant differences among the ODE-AGM variants with
r =30,r =40 and r = 50.

Further, some observations can be obtained from these
results in Tables 16 - 17. First, the value of » has a marked
impact on the performance of DE-AGM. The DE-AGM vari-
ants with different » values show significantly different per-
formances on the test functions. Second, the performance of
DE-AGM gets worse as the r value increases. In most cases,
the DE-AGM variant with a smaller » value can perform
better than those with a larger » value. The reason may lie
in that when the value of r is too large, the size of ELT will
be reduced rapidly. Consequently, the evolution of population
will be guided by a smaller set of elites, which will make
DE-AGM be over-exploitative and thus lead to premature
convergence.
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DE-AGM with different r values can obtain significant
improvements for the DE algorithms considered, and a
smaller value of r (e.g., 10 or 20) is a good choice for
DE-AGM when solving different test functions. In the
future, the adaptive or self-adaptive parameter control strate-
gies will be investigated to select the suitable values of
r for different stages of evolution or different types of
functions.

G. MORE COMPARISON ON THE CEC2017 TEST SUITE

To further test DE-AGM on other optimization functions,
the CEC2017 test suite with 30 functions [28] is used. Here,
the original DE algorithm, as well as the advanced DE
variants, are employed for comparison. In addition, jSO [8],
which has shown its highly competitive in the CEC2017 com-
petition, is included. The results for the CEC2017 test
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TABLE 19. Results of single-and multiple-problem analysis by the Wilcoxon test between DE-AGM and the corresponding DE algorithm for the

CEC2017 functions at 50D.

Algorithm +/=/—- R+ R— p-value a=0.05 «a=0.1
DE-AGM/IEG/1 vs. DE/rand/1 19/4/7 355.0 110.0 1.14E-02 YES YES
DE-AGM/IEG/1 vs. DE/best/1 26/2/2 432.0 33.0 3.70E-05 YES YES
DE-AGM/c-t-IEG/1 vs. DE/c-t-b/1 ~ 28/2/0 460.0 5.0 3.00E-06 YES YES
DE-AGM/1-t-IEG/1 vs. DE/r-t-b/1 27/2/1 460.0 5.0 1.40E-05 YES YES
CoDE-AGM vs. CoDE 22/8/0 4350 O 2.00E-06 YES YES
ODE-AGM vs. ODE 10/13/7 281.0 184.0 3.14E-01 NO NO
SaDE-AGM vs. SaDE 20/8/2 403.0 62.0 3.80E-04 YES YES
MDEpBX-AGM vs. MDEpBX 22/8/0 4320 330 3.70E-05 YES YES
jSO-AGM vs. jSO 1/28/1 2735 1915 3.87E-01 NO NO

functions at 30D and 50D are shown in Tables 18 and 19,
respectively.

As shown in Tables 18 - 19, it is clear that DE-AGM
also significantly improves the performance of most corre-
sponding DE algorithms on the CEC2017 functions. Based
on multi-problem analysis by the Wilcoxon test, DE-AGM
can obtain the higher R+ values than R— values in all the
cases. In addition, the p values in most cases indicate that
DE-AGM significantly outperforms the corresponding DE
algorithm overall. In the case of jSO, jSO-AGM also obtains
the higher R+ values than R— values for all the functions
both at 30D and 50D, although no significant differences
between them can be observed on most functions. In general,
the effectiveness of DE-AGM is further demonstrated on the
CEC2017 test functions.

VI. CONCLUSION AND FUTURE RESEARCH

In this study, to take fully advantages of the difference in
search behavior between individuals, an adaptive guiding
mechanism (AGM) with heuristic rules is proposed and
incorporated into DE, resulting in an algorithm framework,
DE-AGM. In DE-AGM, an elite leadership team (ELT)
is dynamically constructed by selecting the best individ-
uals from the current population. Followed that, distinct
individual-dependent elite groups (IEG), separated from
ELT, are assigned to different individuals according to their
search behaviors. Finally, the search of each individual is
guided by selecting elites as leaders from its /EG and build-
ing the promising directions as difference vectors from cur-
rent population. By this way, the utilization of population
information can be promoted for guiding the search of DE.
Extensive experiments on the CEC2013 and CEC2017 test
functions have been carried out to evaluate the effectiveness
of DE-AGM. The experimental results have demonstrated
the competitive performance of DE-AGM over the original
DE algorithms, advanced DE variants and the state-of-the-
art EAs considered. In addition, the effectiveness of AGM
and the parameter sensitivity of DE-AGM have also been
analyzed.

In the future, the adaptive or self-adaptive techniques for
setting the size of elites group will be investigated. More-
over, the sophisticated local search operators will be incor-
porated into the proposed framework to further improve its
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performance on the complex optimization problems. Finally,
the AGM is developed for DE to guide the evolution of
population by considering the difference between individuals
in search behavior. Thus, whether the proposed AGM are
promising for other population-based EAs, is another work
for study.
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