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ABSTRACT In general, in a secret image sharing (SIS) scheme with a (k, n) threshold, the participants
have equal weights, and their shares have the same average light transmission. No share can reveal any
information about the secret. Only when the number of participants involved in restoration is greater than
or equal to k can the secret image be revealed. However, on some occasions, the participants’ weights need
to be set differently, and their shares have different effects on the restoration of the secret image. Therefore,
there are many studies of weighted SIS, including schemes based on visual secret sharing using random
grids (VSSRG). However, they can only share binary images, not grayscale images. Therefore, we propose
a scheme based on the Chinese remainder theorem (CRT) for sharing grayscale images. The shares are
generated with different weights. When the threshold is reached and shares with higher weights are involved
in restoration, the quality of the restored image is higher. As the number of participating shares increases,
the quality of the recovered secret image increases, and if all the shares are involved, lossless restoration can
be achieved.

INDEX TERMS (k, n) threshold, secret image sharing, the Chinese remainder theorem, weighted secret
image sharing.

I. INTRODUCTION
Secret sharing (SS) was proposed by Shamir [1] and
Blakley [2] separately in 1979 to protect the key. The secret
image sharing (SIS) scheme is the extension of SS to images.
In SIS, the secret image is split into n noise-like shadow
images, i.e., shares or shadows, which are then distributed
to n different participants. The secret image can be recon-
structed from k or more shadow images, while combin-
ing fewer than k shadow images reveals nothing about the
secret image. This scheme is called the (k, n)-threshold
scheme. Shamir proposed polynomial-based SS for the (k, n)-
threshold scheme. Thien and Lin [3] extended the SS scheme
of Shamir to digital images, which was the first (k, n)-
threshold SIS. Shamir’s polynomial-based SS can also be
used with digital images since the secret image is divided into
(k − 1) random polynomial coefficients to obtain n shares.

The associate editor coordinating the review of this manuscript and
approving it for publication was Yu-Chi Chen.

The recovered secret images in Shamir’s and Thien and Lin’s
schemes are lossy.

Noar and Shamir [4] were the first to propose threshold-
based VSS, which is also called visual cryptography (VC),
in 1995. The ability to superimpose a qualified number of
shares to recover the secret image without computation or
cryptographic knowledge is the advantage of VSS. However,
the pixel expansion problem and its codebook (basic matri-
ces) design are the inevitable defects of the scheme.

Random grid (RG)-based VSS [5], [6] was proposed by
Kafri and Keren; this approach avoids pixel expansion, and
codebook design is not necessary. However, as increasing
numbers of shares are stacked to reveal the secret image,
the background of the reconstructed secret image becomes
darker.

VSS is often used to share binary images, while SIS based
on the CRT (CRTSIS) is used to share grayscale images.
Compared to polynomial-based SIS, CRTSIS has the advan-
tages of lossless recovery and low computational complexity.
Mignotte put forward the first (k, n)-threshold SS scheme
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based on the CRT in 1982 [7]. Asmuth and Bloom [8] pro-
posed a threshold SS scheme based on the CRT with random
factors, which Mignotte’s scheme lacks. Yan et al. first [9]
introduced the CRT in a SIS, which may have slight infor-
mation leakage and lossy recovery. Shyu and Chen [10] pro-
posed a threshold CRTSIS based onMignotte’s scheme using
a pseudo-random number generator with auxiliary encryp-
tion. Yan et al. [11] implemented a (k, n)-threshold CRTSIS
and lossless recovery for grayscale images without auxiliary
encryption. The size of the shares was decreased based on the
CRT by adding random bits in the study of Chen et al. [12].
Yan and Lu [13] proposed a general SIS construction
method by using meaningful shares without pixel expansion.
Yan et al. proposed a two-in-one SIS scheme with three
decoding options based on the CRT [14].

In the above schemes, the number of participants is very
important for the restoration of secrets. Participants have the
same importance and weight.Weighted SSwas first proposed
by Shamir in [1], in which the participants do not have the
same status. Iftene and Boureanu [15] proposed a weighted
threshold SS based on the CRT. In the weighted threshold SS
schemes, each participant is assigned a positive weight, and
the secret can be reconstructed when the sum of the weights
of all participants is no less than a given threshold. Weighted
threshold schemes are studied in [16]–[18]. Hou et al. [19]
implemented a (2, n)-threshold VSS without pixel expansion,
in which a novel privilege-based VSS model was proposed
that allows participants to have different weights. In the
recovery phase, participants with higher priority weights
recover more information about the secret image. In contrast,
participants with lower priority weights reveal less informa-
tion. However, a codebook is necessary, and the average light
transmission of each share is not identical. Thus, the dif-
ferent priorities of the shares are exposed by the average
light transmission. Yang et al. [20] modified the scheme of
Hou et al. to make the average light transmissions of the
shares identical, but their scheme requires a codebook. Chao
and Fan [21] proposed a (k, n)-threshold priority RG VSS
that gives each share a different priority weight. The advan-
tages of this scheme are that no codebook is required and that
the average light transmissions of the shares are the same.
However, VSS schemes with different priority weights can
only be used to share binary images.

On some occasions, the secret image is a grayscale image,
and participants have different rights. Shares owned by heav-
ily weighted participants greatly impact the restoration of
secret images. Therefore, it is necessary to assign shares with
more secret information to participants with higher weights
and vice versa. When the shares are transmitted through the
communication channel, the transmission quality of the com-
munication channel is different, and the weights of the shares
can be set differently to better adapt to the communication
channel. In this paper, we propose a weighted SIS for a
(k, n) threshold based on the CRT to share grayscale image
in scenarios such as those mentioned above. In our scheme,
the (k, n)-threshold CRTSIS in Yan et al..’s scheme [11] is

used to share every pixel of a grayscale image to create k pixel
values, which are assigned to the corresponding positions of
k shares. Then, the k shares are selected from n participants
by their weights. The same positions in the remaining n − k
shares are filled with their privacy moduli. In this way, our
scheme has the following features. First, each share looks
random, and none of the information in the secret image
can be revealed from a single share. Second, the shares have
different priority weights. Third, when more than a threshold
number of shares are used to restore the secret, as the number
increases, the quality of the restored secret image increases.
When shares with higher weights participate in the restora-
tion, the quality of the recovered secret image is higher, and
when all the shares are involved, the secret image is restored
losslessly.

The rest of the paper is organized as follows. The CRT,
the (k, n)-threshold CRTSIS and the definition of the correct
recovery probability (CRP) are introduced in Section 2. The
secret image sharing and recovery algorithms are described
in Section 3. Section 4 describes theoretical analyses of our
proposed scheme. Section 5 presents the experimental results
and comparisons. Finally, Section 6 is the conclusion of this
paper.

II. PRELIMINARIES
A. CHINESE REMAINDER THEOREM (CRT)
TheChinese remainder theorem (CRT ) is amethod of solving
a group of linear congruences used in ancient China, and is
also known as the Sun Tzu theorem. A set of integers mi(i =
1, 2, · · · , k) is selected and subject to gcd

(
mi,mj

)
= 1, i 6= j.

Then, there exists only one solution y ∈ [0,M − 1] and
y ≡

(
a1 M1 M

−1
1 + a2 M2 M

−1
2 + · · · + akMkM

−1
k

)
(mod M) for the following system of linear equations.

y ≡ a1 (mod m1)

y ≡ a2 (mod m2)

· · ·

y ≡ ak−1 (mod mk−1)

y ≡ ak (mod mk) (1)

where M =
∏k

i=1mi, Mi =
M/

mi and MiM
−1
i ≡

1 (mod mi).
gcd

(
mi,mj

)
= 1, i 6= j; thus, no equation in Eq. (1) can

be eliminated using other equations.
For any integer a1, a2, . . . , ak , the system of equations

has solutions. In [0,M − 1], there exists only one solution.
When we only collect the first k − 1 equations in Eq. (1),
in [0,

∏k−1
i=1 mi − 1], only one solution satisfying the first

k − 1 equations can be obtained, and we denote it as y0.
y0 + b

∏k−1
i=1 mi in [0,M − 1] are also solutions for the first

k−1 equations in Eq. (1), where b = 1, 2, · · · ,mi − 1. Thus,
in [
∏k−1

i=1 mi,M−1], there aremi − 1 additional solutions, not
just one. This conclusion is used in our proposed (k, n) thresh-
old scheme.
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B. (k, n)-THRESHOLD SIS BASED ON THE CRT (SISCRT )
The Chinese remainder theorem has many applications in
the RSA decryption algorithm, the discrete logarithm algo-
rithm and the algorithm for recovering the secret. In this
paper, we use the CRT to implement our (k, n)-threshold SIS
scheme.

The CRT in the scheme of Yan et al. [11] is used in our
scheme since it has the advantages of lossless recovery, low
computational complexity and no need for auxiliary encryp-
tion. The CRT in the scheme of Yan et al. [11] is described
as follows.

A set of integers 128 ≤ p < m1 < m2 · · · < mn ≤ 256 are
chosen subject to

1) gcd
(
mi,mj

)
= 1, i 6= j.

2) gcd (mi, p) = 1 for i = 1, 2, · · · , n.
3) M > pN

where M =
∏k

i=1mi, N =
∏k−1

i=1 mn−i+1 and p is public to
all the participants. T is public to all the participants as well;

T =

[⌊
M
p −1

⌋
−

⌈
N
p

⌉
2 +

⌈
N
p

⌉]
.

For each pixel value x in the secret image, if 0 ≤ x <

p, a random integer A in
[
T + 1,

⌊
M
p − 1

⌋]
is selected, and

y = x + Ap. Otherwise, a random integer A is selected from[⌈
N
p

⌉
,T
)
and y = x-p + Ap. Then, ai ≡ y (mod mi) are

computed and distributed to the corresponding participants
to generate n shares.
When we are recovering the secret image, k arbitrary con-

gruence equations are used to compute T ∗ =
⌊
y
p

⌋
. If T ∗ ≥ T ,

then x ≡ y (mod p). Otherwise, x = y (mod p) + p. Every
pixel in the secret image is computed in the same way, and
the secret image can be recovered losslessly.

C. CORRECT RECOVERY PROBABILITY (CRP)
Definition 1 (Correct Recovery Probability (CRP) [22]):

For a grayscale secret image S and its recovered image S ′ with
the same size,M × N, the correct recovery probability of the
recovered image S ′ is defined practically by comparing the
recovered image S ′ with the original secret image S. It is the
ratio of the number of identical pixels in the same positions in
the two pictures to the total number of the pixels in the image,
described by following equation, where T is the number of
identical pixels in the same positions in the two pictures:

CRP (S) =
T

M × N
(2)

The (k, n)-threshold SIS based on the CRT (CRTSIS) and
the definition of the correct recovery probability (CRP) are
used in our proposed scheme.

III. PROPOSED WEIGHTED SIS SCHEME FOR A (K , N )
THRESHOLD BASED ON THE CRT
A. THE MAIN IDEA
In our scheme, each participant’s share is assigned a weight.
The sum of the weights is equal to 1. We first use the CRTSIS

in the scheme of Yan et al. [11] to share each pixel in the
secret image to generate n values. For each position, k shares,
which are selected according to their weights, are assigned
k values, and the same position in the remaining n − k
shares is filled with the corresponding privacy modulus. The
n generated shares look random.
When we recover the secret image, the secret cannot be

recovered from fewer than k shares. When more than k shares
are collected, the secret image is revealed. The higher the
weights of the shares participating in the restoration of secret
image are, the higher the quality of the recovered image is
and vice versa. As the number of shares increases, the quality
improves. If all the shares are collected, the secret image
is recovered losslessly. Our sharing steps are described in
Algorithm 1. Figure 1 shows the design concept of the sharing
phase. Algorithm 2 shows the recovery phase.

FIGURE 1. The idea behind generating shares with different weights in
our (k, n)-threshold scheme.

B. THE SHARING PHASE
The corresponding algorithm steps are described in
Algorithm 1. A grayscale secret image S of size H × W,
the threshold parameters (k, n) and the weights W =

{w1,w2, · · ·wn} are the inputs to the algorithm. The outputs
are n grayscale shares SC1, SC2, · · · , SCn.

In Algorithm 1, weight generation is performed before
each share value is assigned. For the weights W =

{w1,w2, · · ·wn} with w1 + w2 + · · ·wn = 1, in line 14,
we assign the weights to the corresponding participants.
In line 16, we randomly select k serial numbers of participants
from {1, 2, · · · , n} according to their weights, denoted by
i1, i2, · · · ik .

For example, we divide the interval of [0,1) into n
intervals, as shown in Figure 2, and assign wi as the
weight of each participant. When we share one pixel of the
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Algorithm 1 ProposedWeighted SIS for the (k, n) Threshold
Based on the CRT
Require: A grayscale secret image S of size H × W;

the threshold parameters (k, n); and the weights W =
{w1,w2, · · ·wn} ,w1 + w2 + · · ·wn = 1.

Ensure: n grayscale shares SC1, SC2, · · · , SCn.
1: Choose a set of integers
{128 ≤ p < m1 < m2 · · · < mn ≤ 256} subject to
1) gcd

(
mi,mj

)
= 1, i 6= j.

2) gcd (mi, p) = 1 for i = 1, 2, · · · , n.
3) M > pN

where M =
∏k

i=1mi, N =
∏k−1

i=1 mn−i+1 and p is public
to all the participants.

2: Compute T =

[⌊
M
p −1

⌋
−

⌈
N
p

⌉
2 +

⌈
N
p

⌉]
and T is public to

all the participants as well.
3: for h = 1 to H do
4: for w = 1 toW do
5: Let x = S(h,w).
6: if 0 ≤ x < p then
7: Select a random integer A in[

T + 1,
⌊
M
p − 1

⌋]
and let y = x + Ap.

8:

9: else
10: Select a random integer A in

[⌈
N
p

⌉
,T
)
and

let y = x-p+ Ap.
11: end if
12: for i = 1 to n do
13: Compute ai ≡ y (mod mi)
14: Assign wi to the weight of participant i.
15: end for
16: Randomly select k serial numbers for participants

from {1, 2, · · · , n} according to their weights denoted
by i1, i2, · · · ik ; the remaining n − k serial numbers
of the n participants are denoted by

{
i′1, i
′

2, · · · i
′
n−k

}
=

{1, 2, · · · , n}\ {i1, i2, · · · ik}.
17: For i1, i2, · · · ik , let SCi1 (h,w) = ai1 ,

SCi2 (w, h) = ai2 , and · · · SCik (h,w) = aik . For{
i′1, i
′

2, · · · i
′
n−k

}
, let SCi′1 (h,w) = mi′1 , SCi′2 (w, h) = mi′2 ,

· · · SCi′n−k (h,w) = mi′n−k .
18: end for
19: end for
20: Output n shares SC1, SC2, · · · SCn with size H × W and

their corresponding privacy moduli m1,m2, · · ·mn.

FIGURE 2. An example of weight interval partition.

secret image, we randomly generate a number x between
0 and 1. If x ∈ [0,w1), participant 1 is selected; if
x ∈ [w1,w1 + w2), participant 2 is selected analogously;

if x ∈ [w1+w2+· · ·wi−1,w1+w2+· · ·wi−1+wi), participant
i is selected. This process is repeated until k different par-
ticipants are selected, whose serial numbers are i1, i2, · · · ik .
The serial numbers of the remaining n − k participants are
i′1, i
′

2, · · · i
′
n−k . The corresponding pixels of the shares of

participants i1, i2, · · · ik are assigned as ai1 , ai2 , · · · aik . The
remaining n − k corresponding pixels of the shares of par-
ticipants i′1, i

′

2, · · · i
′
n−k are assigned as their corresponding

moduli mi′1 ,mi′2 , · · ·mi′n−k . The selection of moduli is very
special, and it is very important for decrypting secret images.
If other values are chosen instead of the corresponding mod-
uli, then the equation used for decryption cannot be selected,
and correct decryption cannot be performed.

C. THE RECOVERY PHASE
The recovery phase is described in Algorithm 2. t(k ≤ t ≤
n) arbitrary shares and their corresponding privacy moduli
mi1 ,mi2 , · · ·mit , p and T are the input parameters. The recov-
ered image is the output. The number and weights of the
shares affect the quality of the reconstructed secret image.

When we recover the secret image, we first determine
whether the pixel value of each participant’s shadow image
is equal to its privacy moduli to select the equation involved
in recovering the secret information. Then, the pixel values

Algorithm 2 Secret Image Recovery in the Proposed Scheme
Require: t(k ≤ t ≤ n) shares SCi1 , SCi2 , · · · SCit of

size H × W; their corresponding privacy moduli
mi1 ,mi2 , · · ·mit ; p and T.

Ensure: The reconstructed secret image S ′.
1: for h = 1 to H do
2: for w = 1 toW do
3: for j = 1 to t do
4: Read pixel (h,w) of SCij , denoted by
SCij (h,w). If SCij (h,w)= mij , give up SCij (h,w).

5: end for
6: The remaining q SCij (h,w) are denoted by
al1 , al2 , · · · alq (q ≥ k) and their corresponding privacy
moduli, denoted byml1 ,ml2 , · · ·mlq , are used to solve the
following linear equations with the Chinese remainder
theorem.

y ≡ al1
(
mod ml1

)
y ≡ al2

(
mod ml2

)
· · · (3)

y ≡ alq−1
(
mod mlq−1

)
y ≡ alq

(
mod mlq

)
7: Compute T ∗ =

⌊
y
p

⌋
. If T ∗ ≥ T , let x ≡

y (mod p). Else let x = y (mod p)+ p.
8: Set S ′(h,w) = x.
9: end for
10: end for
11: Output the recovered secret image S ′.
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of the secret image are calculated by using the remaining
congruence formula based on the CRT.

IV. THEORETICAL ANALYSES
In this section, we first prove that our method is a valid SIS
construction scheme for the (k, n) threshold. Then, we define
the correct recovery probability (CRP) to describe the quality
of the recovered secret image and compute it as CRP(S).
Next, we obtain CRPpro(S) for each recovered secret image
according to the weight of each share. Finally, we analyze the
influence of the number and weights of the shares on the CRP
of the corresponding recovered image.

1) (k, n) THRESHOLD FOR OUR SCHEME
Lemma 1: No share generated from our (k, n)-threshold

scheme provides any clues about the original secret image.
Proof: From y = x + Ap or y = x-p + Ap and ai ≡

y (mod mi), whenA is fixed, since x represents the pixel value
of the secret image, we assume that x and x−p are random and
in [0, 255]. Because ai ≡ (x+Ap) (mod mi), ai is random and
in [0,mi). When we share the grayscale image, we first select
k shares and set their values to SCit (h,w) = ait (1 ≤ t ≤ k),
which are random and in [0,mi). The remaining n− k shares
are set to their privacy moduli mi, which are not relevant to
the secret image. Therefore, the Lemma is proved.
Lemma 2: In the proposed scheme, k − 1 or fewer shares

give no clues about the secret image.
Proof: When k − 1 shadow pixels ai1 , ai2 , · · · aik−1 are

given, according to the CRT, all we have is y0 modulo N2 =∏k−1
j=1 mij , where y0 ∈ [0,N2 − 1]. On the one hand, the true

y ∈ [N ,M − 1], which is absolutely different from the above
y0. On the other hand, since N ≥ N2, N ≤ y < M and
gcd (N2, p) = 1, in [N2,M − 1], y0 + b

∏k−1
j=1 mij for b =

1, 2, · · · ,mik − 1 are also solutions for the k − 1 collected
equations in Eq. (4). Thus, there are mik − 1 more solutions
in [N2,M − 1], not just one. As we recover the value of each
pixel in the secret image, we first screen the corresponding
values in the shares used to calculate the pixel values in the
secret image. The number of the remaining pixels is no less
than k − 1. Thus, k − 1 or fewer shares give no clues about
the secret image.
Lemma 3: In the proposed scheme, any k or more shares

can reveal the secret image, and when k = n, the secret image
can be recovered losslessly.

Proof:Whenwe are recovering the value of each pixel in
the secret image, we first screen the corresponding share val-
ues used to calculate the secret image by comparing the pixel
values in the shares to their privacy moduli. Since the pixel
values of the shares are selected according to the weights
when they are generated, the number of remaining pixels with
values greater than k accounts for a certain proportion.

When the number is less than k − 1, the recovered pixel
value in the secret image is not correct, which is proven
by Lemma 2. When the number of remaining shares is

greater than k, we use k ai1 , ai2 , · · · aik to recover the secret.
To recover x, we only need to find y due to x ≡ y (mod p) or
x ≡ y (mod p) + p. According to the CRT, there exists only
one solution ymodulo N1 =

∏k
j=1mij since N1 ≥ M . Finally,

we can uniquely determine y and thus x based on Step 9 of
our Algorithm 2. Therefore, the value of the pixel in the same
position of the secret image can be recovered. A proportion
of the secret information in the whole secret image can be
revealed.

When k = n, the number of remaining pixels is never
less than k . Therefore, every pixel of the secret image can
be recovered.
Theorem 1: Our method is a valid SIS construction for

the (k, n) threshold.
Proof: Based on the above Lemmas, the mentioned

conditions are satisfied.

2) CORRECT RECOVERY PROBABILITY (CRP) FOR
OUR SCHEME
Theorem 2: In our scheme, each share has weight wi, and∑n
i=1 wi = 1. When we recover the secret image using t

arbitrary shares in Algorithm 2, we use the weights of the
shares to deduce the CRP of the recovery image theoretically
as CRPpro(S) according to Definition 1, which is computed
in Eq.(4).

CRPpro(S) =

∑Ckt
i=1

∏k
j=1 wij∑Ckn

i=1
∏k

j=1 wij
(4)

Proof: The weight of share ij is denoted by wij , C
k
t (k ≤

t ≤ n) denotes the number of combinations of k arbitrary
shares of t , where t shares are used to recover the secret in
Algorithm 2. Ck

n denotes the number of combinations of k

arbitrary shares from n.
∑Ckt

i=1
∏k

j=1 wij denotes the proba-
bility sum of combinations of k arbitrarily selected shares

from t .
∑Ckn

i=1
∏k

j=1 wij denotes the probability sum of com-
binations of k arbitrarily selected shares from n. Therefore,
the CRP of the recovered image can be computed as shown
in Eq.(4).

3) THE EFFECT OF THE NUMBER AND WEIGHTS
OF THE SHARES ON THE CRP
When we use a set of shares to recover the secret image,
its serial number is A. When we add shares to recover the
image, the set of serial numbers is B. We conclude that
A ⊂ B and that |A| < |B|. Therefore, we use t + 1 shares,
which includes t shares, to recover the secret, supposing
that share l is a newly added share. The CRP for t + 1
shares is denoted by (CRP∗pro(S), which is computed as shown
in Eq.(5).

CRP∗pro(S) =

∑Ckt+1
i=1

∏k
j=1 wij∑Ckn

i=1
∏k

j=1 wij
(5)
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The result of subtracting is Eq.(6).

CRP∗pro(S)− CRPpro(S)

=

∑Ckt+1
i=1

∏k
j=1 wij −

∑Ckt+1
i=1

∏k
j=1 wij∑Ckn

i=1
∏k

j=1 wij

=

[
∑Ckt

i=1
∏k

j=1 wij+ wl(
∑Ck−1t−1

i=1
∏k−1

j=1 wi∗j )]−
∑Ckt

i=1
∏k

j=1 wij∑Ckn
i=1
∏k

j=1 wij

=

wl(
∑Ck−1t−1

i=1
∏k−1

j=1 wi∗j )∑Ckn
i=1

∏k
j=1 wij

> 0, i∗j 6= l. (6)

In Eq.(6), the denominator of CRP∗pro(S) is the same
as that of CRPpro(S), and the numerator of CRP∗pro(S) is∑Ckt+1

i=1
∏k

j=1 wij =
∑Ckt

i=1
∏k

j=1 wij + wl(
∑Ck−1t−1

i=1
∏k−1

j=1 wi∗j ),
where i∗j 6= l. Therefore, the numerator of CRP∗pro(S) is
greater than that of CRPpro(S), and CRP∗pro(S) is greater than
CRPpro(S). Therefore, the CRP increases with the number of
shares.

When we keep t constant, we choose a share with a greater
weight to restore the secret image. Assuming that the original
weight of the share is wu and replacing it with a larger weight
wv, where wu < wv, the original CRP is denoted by Eq.(7).

CRPbpro(S) =
(
∑Ckt−1

i=1
∏k

j=1 wi∗j + wu(
∑Ck−1t−1

i=1
∏k

j=1 wi∗j ))∑Ckn
i=1

∏k
j=1 wij

(7)

In Eq.(7), i∗j 6= u. The new expression for the CRP is given
in Eq.(8).

CPRapro(S) =
(
∑Ckt−1

i=1
∏k

j=1 wi∗j + wv(
∑Ck−1t−1

i=1
∏k

j=1 wi∗j ))∑Ckn
i=1

∏k
j=1 wij

(8)

In Eq.(7), i∗j 6= u. The result of subtracting is given in Eq.(6).

CPRapro(S)− CPR
b
pro(S))

=

(wv − wu)(
∑Ck−1t−1

i=1
∏k

j=1 wi∗j )∑Ckn
i=1

∏k
j=1 wij

> 0 (9)

FromEq.(9), we see thatCPRapro(S) is greater thanCPR
b
pro(S).

Therefore, when the number of shares t is the same, the CRP
of the secret image restored by choosing the share with the
greater weight is higher.

In summary, the number and the weights both affect the
CRP of the recovered secret image.

V. EXPERIMENTS AND COMPARISONS
In this section, experiments and comparisons with others’
schemes are described to illustrate the effectiveness of our
scheme.

A. IMAGE ILLUSTRATION
In this subsection, three experimental examples with
(2, 4), (3, 4), and (2, 3) thresholds are given, which prove
that our scheme implements a (k, n) threshold. Figure 3 illus-
trates our (2, 4)-threshold scheme for (p,m1,m2,m3,m4) =
(131, 247, 249, 251, 253). The weights of the shares areW =
[0.1, 0.2, 0.3, 0.4]. Figure 3a presents a grayscale secret
image of size 256*256. Figures 3b − e show the shares.
Figures 3f − k show the recovered images reconstructed
from two shares. Figures 3l − o show the recovered images
reconstructed from three shares. Figure 3p presents the recov-
ered image reconstructed from all the shares. The serial
numbers of the shares involved are subscripted to the names.
Starting with Figure 3f , the secret image has been partially
revealed, and the quality gradually improves with the increas-
ing number and weight of the shadow images involved in the
restoration.

FIGURE 3. Our (2, 4)-threshold weighted SIS based on the CRT. (a) S.
(b) SC1. (c) SC2. (d) SC3. (e) SC4. (f) S12. (g) S13. (h) S14. (i) S23. (j) S24.
(k) S34. (l) S123. (m) S124. (n) S134. (o) S234. (p) S1234.

Figure 4 displays our (3, 4)-threshold scheme with
(p,m1,m2,m3,m4)= (131, 247, 249, 251, 253). The weights
of the shares are W = [0.1, 0.2, 0.3, 0.4]. Figure 4a depicts a
grayscale secret image of size 256*256. Figures 4b−e present
the shares. Figures 4f − k show the recovered images recon-
structed from two shares. Figures 4l − o show the recovered
images reconstructed from three shares. Figure 4p presents
the recovered image reconstructed from all the shares. The
serial numbers of the shares involved are subscripted to the
names. From Figure 4, we see that when fewer than three
shares are involved in the recovery phase, the secret image
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TABLE 1. The CRPpro(S) and CRP(S) of recovered secret images for different combinations of t shares for the (2, 4) threshold.

TABLE 2. The CRPpro(S) and CRP(S) of recovered secret images for different combinations of t shares for the (3, 4) threshold.

FIGURE 4. Our (3, 4)-threshold weighted SIS based on the CRT. (a) S.
(b) SC1. (c) SC2. (d) SC3. (e) SC4. (f) S12. (g) S13. (h) S14. (i) S23. (j) S24.
(k) S34. (l) S123. (m) S124. (n) S134. (o) S234. (p) S1234.

is not revealed. When three or more shares participate in the
restoration, the secret image is gradually revealed.

Figure 5 displays our (2, 3)-threshold scheme with
(p,m1,m2,m3,m4) = (128, 247, 251, 253). The weights of
the shares are W = [0.2, 0.3, 0.5]. Figure 5a depicts a
grayscale secret image of size 512*512. Figures 5b−d show
the shares. Figures 5e−g present the recovered images recon-
structed from two shares. Figure 5h displays the recovered
image reconstructed from all the shares. The serial numbers
of the shares involved subscripted to the names. The secret
image restoration also has progressive characteristics. All the
final recovered images in Figure 3, Figure 4 and Figure 5 are
lossless.

FIGURE 5. Our (2, 3)-threshold weighted SIS based on the CRT. (a) S.
(b) SC1. (c) SC2. (d) SC3. (e) S12. (f) S13. (g) S23. (h) S123.

TABLE 3. The CRPpro(S) and CRP(S) of recovered secret images for
different combinations of t shares for the (2, 3) threshold.

B. QUALITY OF THE IMAGES RECOVERED
WITH OUR SCHEME
We use the CRP to evaluate the quality of our recovered
images. The effectiveness of our scheme in terms of the CRP
is analyzed in the following experimental results.

We use Eq.(2) to compute CRP(S) and Eq.(4) to compute
CRPpro(S) for the recovered images in Figures 3, 4 and 5.
The results are displayed in Tables 1, 2 and 3. The first row
of each table is the combination of different shares involved in
restoring the secret image. The second row is the theoretical
result calculated with Eq.(2) according to the weights of the
shares, and the third row is the practical result calculated with
Eq.(4) according to Definition 1. From these tables, we note
that the following:

1. The practical results for CRP(S) are very close to the
theoretical results for CRPpro(S).
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TABLE 4. Comparisons of the characteristics of other schemes and ours.

FIGURE 6. Chao’s (2, 3)-threshold VSS based on RG. (a) S. (b) SC1. (c) SC2.
(d) SC3. (e) S12. (f) S13. (g) S23. (h) S123.

2. As the weight of the shares involved in the restoration
of the secret image increases, the CRP of the recovered
image also increases. The greater the weight of the share
is, the stronger its impact on the recovered image is, and
vice versa. This result is consistent with the conclusion of
Section IV-.3.
3. When all the shares are involved in the restoration of

the secret image, compared to the original secret image,
the recovered image is lossless.

4. In the (3, 4)-threshold scheme, when we only use two
images, that is, t is equal to 2, the CRP of the recovered image
is very low; therefore, we cannot reveal the secret image. The
formula for calculating the CRP does not apply when t is less
than k; therefore, the corresponding value is empty. When
three or more shares are involved in recovering the secret
image, we can reveal partial secret information about it. This
result just meets the threshold requirement. Three different
thresholds were achieved in the experiment. Therefore, (k, n)
thresholds can be achieved.

C. COMPARISON WITH RELATED SCHEMES
In this section, we compare our scheme to other schemes
and related analyses. Figure 6 shows Chao’s (2, 3)-threshold
scheme. The weights of the shares are also W =

[0.2, 0.3, 0.5]. Figure 6a is a binary secret image of size
512*512. Figure 6b − d are shares. Figure 6e − g are the

recovered images reconstructed by stacking two shares. Fig-
ure 6h is the recovered image reconstructed by stacking all
the shares. The indexes of the shares involved are subscripted
to the names.

In Figure 6 and Figure 5, the same threshold and weights
are used. In Figure 6, the secret image is a binary image, and
the recovered image is lossy. In contrast, in Figure 5 for our
scheme, the secret image is a grayscale image, and grayscale
images are more widely used in natural pictures than binary
images. When all the shares are involved in the recovery
phase, the image is recovered losslessly. These two features
are advantages of our scheme. The average light transmission
of the shares in Figure 6 are the same, but ours is different.
When the shares are in the hands of different participants, they
do not know the other’s share; therefore, this has little effect
in practical applications.

Table 4 provides detailed comparisons of the characteris-
tics of other schemes and our SS scheme. The images used in
the schemes from Hou et al., Yang et al. and Chao et al. are
binary images, and the encryption and decryption methods
are from VSS. However, the images used in the scheme of
Yan et al. and our scheme are grayscale images, and the corre-
sponding encryption and decryptionmethods are based on the
CRT. When the secret image is shared, a codebook is needed
in the schemes of Hou et al. andYang et al.Weight generation
and VSS based on RG operations are added in the scheme of
Chao et al. The modulus operation is essential in the scheme
of Yan et al. Our scheme also requires weight generation and
the modulus operation. The shares have equal average light
transmission in the schemes of Yang et al., Chao et al. and
Yan et al., but the average light transmission of the shares in
the other schemes varies. The shares generated in the schemes
of Hou et al., Yang et al., and Chao et al. and in our scheme
have priority weights. In contrast, the shares in the scheme of
Yan et al. do not possess priority weights. The threshold in the
schemes of Hou et al. and Yang et al. is (2, n). We, Chao et al.
and Yan et al. implement (k, n)-threshold schemes. When
all the shares are involved in restoration, we and Yan et al.
can achieve lossless restoration, but the other schemes
cannot.

VOLUME 7, 2019 59285



L. Tan et al.: Weighted SIS for a (k, n) Threshold Based on the CRT

VI. CONCLUSION
In this paper, we propose a (k, n)-threshold scheme. This
scheme divides a grayscale image into n shares with different
weights. When k or more shares are involved in the restora-
tion, the secret is revealed. As the number and weights of the
shares increase, the correct recovery probability (CRP) of the
recovered secret images increases. When all the shares are
involved, the reconstructed secret image is lossless. Effective-
ness analyses and comparisons with other schemes are per-
formed. As the experimental results demonstrate, the (k, n)
threshold can be implemented, shares can have different
weights and lossless restoration can be achieved. However,
the average light transmission is different, which needs to be
improved in future work.
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