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ABSTRACT High dynamic range (HDR) and wide color gamut (WCG) video coding adopt chroma
downsampling and upsampling for coding efficiency, which causes degradation in visual quality. In this
paper, we propose weighted chroma downsampling and luma-referenced chroma upsampling for HDR/WCG
video coding.We adopt ICtCp color space for HDR/WCG video coding instead of Y’CbCr color space due to
its advantage in the chroma data processing. We perform weighted chroma downsampling prior to encoding
based on the difference between neighboring pixels. Moreover, we take advantage of the full resolution luma
data to generate weights for chroma upsampling by exploring the correlation between luma and chroma data
after decoding. The experimental results show that the proposed method reconstructs high quality HDR
videos with better image details and less color distortion, and outperforms HDR Anchor in terms of both
objective and subjective evaluations.

INDEX TERMS Chroma downsampling, chroma upsampling, HDR/WCG video coding, ICtCp color space,
weighted filter.

I. INTRODUCTION
In recent years, the television (TV) industry is facing a wide
range of technology development. As one of the most sig-
nificant feature of high performance displays, high dynamic
range (HDR) andwide color gamut (WCG) technologies have
received much attention. They provide consumers with an
enhanced visual experience by much brighter highlights and
finer details in dark areas than conventional displays [1].
The luminance levels and color gamut in the real world
scenes have a much wider range than the traditional low
dynamic range (LDR) images. HDR contents overcome the
shortcoming of the traditional 8-bit representation by using
high bit-depth to better represent the real world scenes [2].
However, it needs a huge amount of memory and bits to store
and transmit due to the high bit-depth, which presents greater
challenges to video data compression. Thus, efficient video
compression technology is required for HDR applications.

Since HDR contents and displays have a wide brightness
range, the conventional gamma based Electro-Optic Transfer
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Function (EOTF) is not applicable any more. Miller et al.
proposed a new EOTF named Perceptual Quantizer (PQ)
based on perception to meet the requirements, which was
designed to quantize the luminance with peak value up to
10000 cd/m2 [3]. Based on the High Efficiency Video Cod-
ing (HEVC) standard and PQ, the Moving Pictures Experts
Group (MPEG) released a Call for Evidence (CfE) [4]
in 2015 to extend the HEVC standard for HDR/WCG
video coding applications. Since then, researchers have
made significant achievements in HDR/WCG video cod-
ing. To improve the color performance and coding effi-
ciency of HDR/WCG content, Dolby Lab proposed the ICtCp
color representation [5] to replace the Non-Constant Lumi-
nance (NCL) Y’CbCr color space. ICtCp color space signif-
icantly improves color uniformity because it is based on the
human visual system (HVS). Moreover, ICtCp color space is
closer to the constant luminance criteria than Y’CbCr, which
makes it friendly in color processing such as chroma sub-
sampling [5], [6]. In 2016, MPEG released an ICtCp Anchor
in the Common Test Conditions (CTC) [7], which used the
ICtCp color space for HDR/WCG video coding. Fig. 1 shows
the coding/decoding pipeline of ICtCp Anchor defined in [7],
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FIGURE 1. The coding and decoding pipelines of ICtCp Anchor for HDR video compression.

referred to as Anchor in this work. In the encoding processing
chain, the input HDR/WCG video with RGB 4:4:4 format is
firstly converted into ICtCp 4:4:4 format, where PQ transfer
function (PQ-TF) [3] is utilized for LMS to L’M’S’ conver-
sion. Then, a float-to-10bit linear quantization is performed
on ICtCp 4:4:4 videos. After that, both chroma components,
Ct and Cp, are downsampled from 4:4:4 to 4:2:0, and the
4:2:0 format is used for video compression with the HEVC
encoder. In the decoding part, a chain of inverse processes,
including 4:2:0 to 4:4:4 chroma upsampling, inverse quanti-
zation and inverse color space conversion, is performed on
the decoded pictures to reconstruct HDR/WCG videos.

Since HDR video uses a higher bit depth to represent sam-
ples, the difference between adjacent pixel values becomes
larger, especially in the edge regions. Therefore, compared
with traditional LDR videos, HDR videos have higher distor-
tion when performing chroma downsampling, that is, the con-
ventional interpolation filter for downsampling can not obtain
good color reproduction for the pixels at edges. In this paper,
we propose weighted chroma downsampling for HDR/WCG
video coding to improve the color performance in edge
areas. We adopt ICtCp color space instead of Y’CbCr due
to its advantage in chroma data processing. The proposed
chroma downsampling filter is adaptivelyweighted according
to the difference between neighbouring pixels. Moreover,
since luma and chroma edges generally have very similar dis-
tribution, the luma component with a higher resolution could
be utilized to improve the chroma upsampling performance.
Thus, we take advantage of the full resolution luma data
in 4:2:0 video to generate weights for chroma upsampling.
Compared with existing methods, the main contributions of
this paper are summarized as follows:
• We introduce adaptive weights to adjust chroma down-
sampling and upsampling filtering to improve coding
efficiency of HDR videos.

• We adopt ICtCp color space for chroma downsampling
due to its decorrelation between luma and chroma, and
utilize luma information as reference to guide chroma
upsampling.

• We explore the correlation between luma and chroma
in 4:2:0 HDR video to assign weights for the chroma
upsampling filter.

The preliminary results of this paper were presented in [8].
In this extended paper, we provide the details of the proposed
HDR/WCG video coding with its motivation and validity.
We perform various quantitative measurements to verify the

effectiveness and efficiency of the proposed method. More-
over, we conduct subjective evaluation on a commercial HDR
TV to demonstrate its performance. Both objective and sub-
jective evaluations verify that the proposed method recon-
structs high quality HDR videos with better textures and less
color distortion than Anchor.

The remainder of this paper is organized as follows.
Section II briefly describes the background and the moti-
vation of the proposed method. Section III presents the
details of the proposed method for HDR/WCG video coding.
Section IV shows the experimental results and we conclude
this work in Section V.

II. BACKGROUND
A. CHROMA DOWNSAMPLING AND UPSAMPLING
Among the processing steps involved in Anchor (Fig. 1),
chroma downsampling prior to encoder and upsampling
after decoder significantly affects video coding performance
because they decrease the fidelity of color reproduction and
usually introduce annoying artifacts. The basic idea of using
chroma downsampling is that HVS is less sensitive to vari-
ations in chrominance than luminance, and therefore it is
possible to code chroma components in a lower resolution
than luma without visual difference [9]. Previous studies
show that chroma downsampling and upsampling improve
the rate-distortion (R-D) performance especially at low bit
rates [10], [11]. Thoma et al. evaluated five different chroma
subsampling methods and drew a conclusion that chroma
subsampling was suitable for HDR video coding if spe-
cial preprocessing for handling high contrast edges were
taken [12]. However, Boitard et al. evaluated the impact
of chroma subsampling on the compression efficiency of
HDR contents and concluded that chroma subsampling did
not improve compression efficiency for them [13]. Despite
the different points of view, chroma downsampling and
upsampling are still important to video coding efficiency.
Dong and Ye proposed to find the optimal downsampling
ratio by balancing the downsampling and encoding distor-
tion under a target bit rate, achieving the overall optimal
R-D performance [14]. Wang et al. proposed luma aware
chroma downsampling and upsampling for screen content
videos by using the major color of image and index map
representation [15]. Yu et al. proposed a chroma upsampling
scheme for Y’CbCr 420 videos by using the neighboring
chroma values to give weights [16]. Korhonen proposed an
adaptive upsampling method for chroma data that used luma
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information to assist chroma upsampling [9]. They exploited
mean squared differences of neighbouring luma block pixels
to assign weights to chroma pixels. Ström and Wennersten
proposed a pre-processing method for HDR videos to remove
luminance artifacts occurred in saturated colors after com-
pression when PQ NCL Y’CbCr 4:2:0 was used [17].

B. ICTCP COLOR SPACE
ICtCp color space is designed to replace the NCL Y’CbCr
color space for HDR/WCG video coding. It has three main
advantages: (1) ICtCp meets the constant luminance criteria
better than Y’CbCr; (2) ICtCp maintains better hue linearity
than Y’CbCr, i.e. less crosstalk between hue and saturation;
(3) ICtCp remarkably improves the just noticeable differ-
ence (JND) uniformity, and thus achieves better performance
in baseband quantization than Y’CbCr [5]. Because of these
advantages, we adopt ICtCp color representation instead of
Y’CbCr to perform chroma processing in this work. In the
coding part of Anchor, color space conversion from RGB to
ICtCp is realized through three steps as follows:

1) Compute LMS response from RGB (ITU-R BT.2020): L
M
S

 = 1
4096

 1688 2146 262
683 2951 462
99 309 3688

  R
G
B

 (1)

2) Apply PQ transfer function [3] to LMS: L ′

M ′

S ′

 = EOTF−1PQ

 L
M
S

 (2)

with

EOTF−1PQ (F) = (
c1 + c2 ∗ Ym1

1+ c3 ∗ Ym1
)m2 (3)

where Y = F/10000, m1 = 0.1593017578125, m2 =

78.84375, c1 = 0.8359375, c2 = 18.8515625, and c3 =
18.6875.

3) Calculate ICtCp from L’M’S’: I
Ct
Cp

 = 1
4096

 2048 2048 0
6610 −13613 7003
17933 −17390 −543

  L ′

M ′

S ′


(4)

In the decoding part, the inverse color space conversion
from ICtCp to RGB is performed. ICtCp is first converted
to L’M’S’, then L’M’S’ is inverse mapped to LMS using the
inverse PQ-TF, and finally LMS is converted into RGB.

C. MOTIVATION
To achieve better highlights in bright regions and better
details in dark areas, HDR/WCG videos use 10bit, 12bit or
even higher bit depth to represent image data. Due to the
higher bit depth used, the sample range in HDR videos is
much wider than LDR, and the difference between adja-
cent pixel values becomes larger especially in the edge
areas. Consequently, chroma downsampling filters with fixed

FIGURE 2. Luma and chroma components. Left: I component.
Middle: Ct component. Right: Cp component.

coefficients would introduce large color distortion at edges.
To reduce the distortion and preserve more textures and
details, we propose adaptive weighted chroma downsampling
for HDR/WCG video coding. We adaptively adjust the coef-
ficient values of the chroma downsampling filter by assigning
weights according to the difference between neighboring pix-
els. A larger weight is assigned to a closer neighboring pixel,
and vice versa. Thus, the color performance in edge areas
would be improved. In addition, we propose luma-referenced
weighted chroma upsampling for HDR/WCG video coding
in this work. Luma and chroma components usually have
very similar edge information. Fig. 2 shows a small region of
the luma component (I) and its corresponding chroma ones
(Ct and Cp). It can be observed that the area with edges
in luma shows similar edges in chroma, which implies that
there is a strong correlation in edge areas between luma
and chroma. Since luma data are not downsampled when
coding 4:2:0 format video, the full resolution luma data could
be useful for improving chroma upsampling performance.
Therefore, we take advantage of the full resolution luma data
to generate weights for upsampling filter based on the corre-
lation between luma and chroma pixels, i.e. luma-referenced
chroma upsampling. The proposed chroma downsampling
and upsampling method is simple yet effective so that it does
not require much additional computational complexity over
Anchor.

III. PROPOSED METHOD
A. WEIGHTED CHROMA DOWNSAMPLING
Anchor performs encoding using ICtCp 4:2:0 format videos.
Chroma downsampling from 4:4:4 to 4:2:0 is realized by a
2-D filter, which first performs 4:4:4 to 4:2:2 filtering in the
horizontal direction and then conducts 4:2:2 to 4:2:0 filtering
in the vertical direction. The same 3-tap filter is applied to
both the horizontal and vertical downsampling, which can be
formulated as:

f = c−1 · x−1 + c0 · x0 + c1 · x1 (5)

where x is the chroma data, c is the filter coefficient values,
and f is the downsampled chroma pixel value. The subscript
{−1, 0, 1} refers to the left, the center (the current), and
the right pixels, respectively. Three fixed coefficient values
[c−1, c0, c1] = [1, 6, 1]/8 are used for both horizontal and
vertical filtering. It should be noted that this downsampling
filter only utilizes the distance between adjacent pixels for
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chroma downsampling. However, we have found that the
difference information between their values is very useful
to preserve textures and details in HDR/WCG video recon-
struction. Thus, based on the difference between the adjacent
pixels, we introduce two weights wdown1 and wdown2 to the
downsampling filter to adjust the filter coefficients adap-
tively. To be specific, we assign a larger weight to the adjacent
pixel with a closer pixel value, and vice versa. wdown1 and
wdown2 are formulated as follows:

wdown1 = 1+ θdown ·
1x

xmax − xmin
(6)

wdown2 = 1− θdown ·
1x

xmax − xmin
(7)

with

1x = |x1 − x0| − |x−1 − x0| (8)

where θdown is a parameter to adjust the weights, xmax and
xmin are the maximum and minimum pixel values of chroma
components.

The coefficient values of the proposed weighted chroma
downsampling filter are as follows:

[ĉ−1, ĉ0, ĉ1] = [wdown1 , 6,wdown2 ]/8 (9)

In (9), we obtain wdown1 and wdown2 based on the difference
between the center and the left/right pixels which adaptively
adjust the filter coefficients according to the video content.

B. LUMA-REFERENCED CHROMA UPSAMPLING
Chroma upsampling from ICtCp 4:2:0 to 4:4:4 is performed
in the decoding part. Anchor first performs 4:2:0 to 4:2:2 filter
in the vertical direction, and then performs 4:2:2 to 4:4:4 fil-
tering in the horizontal direction. A 4-tap filter with the fixed
coefficient values is used for both the vertical and horizontal
chroma upsampling. The chroma upsampling filter in Anchor
is formulated as follows:

x∗ = c−2 · x−2 + c−1 · x−1 + c0 · x0 + c1 · x1 (10)

where x is the chroma data and c the filter coefficient values.
x∗ denotes the pixel to be determined by upsampling, and the
subscripts refer to the positions of adjacent pixels in chroma
components as illustrated in Fig. 3. The coefficient values are
defined as follows:

[c−2, c−1, c0, c1] = [−4, 36, 36,−4]/64 (11)

For 4:2:0 videos, chroma downsampling causes chroma
information loss, while luma keeps the full resolution as
shown in Fig. 3. Since there is a strong correlation between
chroma and luma data, we take advantage of the corre-
lation between luma and chroma data to improve chroma
upsampling performance, especially for edge areas. We pro-
pose luma-referenced chroma upsampling to assign different
weights for the upsampling filter by exploring the full res-
olution luma values and the correlation with chroma data.
More specifically, we first take four consecutive pixels in

the chroma 4:2:0 data {x−2, x−1, x0, x1} and four associated
luma pixels at the corresponding positions in the luma data
{y−2, y−1, y0, y1} as illustrated in Fig. 3. Then, we evaluate
the correlation between these chroma and luma pixels. The
correlation coefficient r between luma and chroma pixels is
calculated by:

r2 =
(
∑1

i=−2 (xi − x̄)(yi − ȳ))
2∑1

i=−2 (xi − x̄)
∑1

i=−2(yi − ȳ)
(12)

where x̄ and ȳ are the mean values of four pixels of
xi and yi, respectively. A threshold TH determines whether
the luma pixels are highly correlated with chroma ones.When
r2 > TH , two weights wup1 and wup2 are introduced into the
chroma upsampling filter as follows:

wup1 = 1+ θup ·
1y

ymax − ymin
(13)

wup2 = 1− θup ·
1y

ymax − ymin
(14)

with

1y = |y0 − y∗| − |y−1 − y∗| (15)

FIGURE 3. Conceptual diagram for chroma upsampling. Left: Chroma
pixels in 4:2:0 video. The solid dots represent the samples before
upsampling, while the empty dots denote the chroma samples to be
determined by upsampling. Right: Luma pixels in 4:2:0 video.

where y∗ is the pixel between y−1 and y0 as shown in Fig. 3,
and θup is a parameter to adjust the weights for chroma pixel
values. The weighted coefficients for the proposed upsam-
pling filter are obtained as follows:

[ĉ−2, ĉ−1, ĉ0, ĉ1] = [−4, 36wup1 , 36w
up
2 ,−4]/64 (16)

We perform weighted chroma downsampling and
luma-referenced chroma upsampling on the encoding and
decoding sides for HDR/WCG video coding, respectively.
In areas with sharp edges, the proposed method improves
chroma performance by assigning large weights. In flat
areas where there is no big difference between pixel val-
ues, the proposed method hardly changes the original filter
coefficients, so we maintain the original sampling results
there. Moreover, due to the low computational complexity,
the proposed luma-referenced chroma upsampling can be
easily implemented in HDRTVs to improve the visual quality
of HDR content.
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IV. EXPERIMENTAL RESULTS
In this section, we evaluate the performance of the pro-
posed method to verify its superiority for HDR/WCG video
coding. The eight HDR sequences in Table 1 are used for
tests, and Fig. 4 shows their thumbnails. We perform exten-
sive experiments according to the test conditions defined in
CTC [7], using BT.2020 color primaries, ICtCp color space
and HEVC Main 10 Profile with Random Access config-
uration for encoding. For each sequence, we generate the
bitstreams at four quantization parameter (QP) levels. Con-
sidering the coding efficiency and computational complexity,
we only perform the proposedweighted downsampling on the
horizontal direction, i.e. from ICtCp 4:4:4 to 4:2:2, using the
filter coefficients in (9), and the luma referenced upsampling
on the vertical direction, i.e. from ICtCp 4:2:0 to 4:2:2, using
the filter coefficient values in (16). For the tests, we set θdown

in (6) and (7) to 2, θup in (13) and (14) to 4, the threshold TH
for upsampling to 0.36. For all the test videos, the bit-depth
is 10, and we set xmin = ymin = 0 and xmax = ymax = 1023.

TABLE 1. Test sequences for HDR/WCG video coding.

A. SUBJECTIVE EVALUATION
Figs. 5 and 6 show visual comparisons of the reconstruc-
tion results by Anchor, the proposed method, and the orig-
inal HDR images. To show the difference, we take a part
of each image and zoom in it for visual comparisons.
As shown in Fig. 5, the reconstructed image of FireEater
by Anchor contains obvious blocking artifacts while the pro-
posed method removes them successfully. For Market and
Sunrise, it can be observed that the proposed method pre-
serves more details than Anchor. For GarageExit, the pro-
posed method reconstructs more natural-looking results than
Anchor. As shown in Fig. 6, the reconstructed frames of
ShowGirl and BalloonFestival by Anchor contain color dis-
tortions along boundaries compared with the results of the
proposed method. For Hurdles, the proposed method pre-
serves better details than Anchor. The result for Starting also
shows that the proposed method reconstructs HDR videos
with better visual quality and better details. The experimental
results show that the proposed method effectively improves
the visual quality of the reconstruction results than Anchor
in terms of both detail preservation and color reproduction.
That is because we employ the difference information of
samples and take advantage of the correlation between luma
and chroma components.

FIGURE 4. HDR video sequences for experiments. (a) FireEater.
(b) Market. (c) BalloonFestival. (d) GarageExit. (e) SunRise. (f) ShowGirl.
(g) Hurdles. (h) Starting.

Moreover, we conduct subjective tests on a commer-
cial HDR TV with a peak brightness of 1500 cd/m2 [18].
The luminance higher than 1500 cd/m2 is clipped in this
TV. Since most content in the test HDR image is less
than 1000 nits, the brightness of our HDR TV is suffi-
ciently enough to display most content of the HDR videos.
We set the viewing conditions according to the ITU-R
BT.500-13 Recommendation [19]. Total eighteen observers
who have passed the normal visual acuity and normal
color vision tests participate in the subjective evaluation.
We decode the bitstream and then convert the reconstructed
HDR frames to YUV444 format 10-bit videos using PQ-TF,
and generate the video format required by the HDR TV for
display. For each sequence, we perform subjective compar-
isons at two quality levels: one is high quality video (high
bitrate) and the other one is low quality video (low bitrate).
The high quality video is obtained at a small QP when encod-
ing, while the low quality video is obtained at a largeQPwhen
encoding. Each test video contains 200 frames. Following the
instructions in [19], two sequences, FireEater and Market,
are used as training sequences to demonstrate the range and
the type of video impairments to observers. Two sequences,
GarageExit and Hurdles are used to stabilize their opinion at
the beginning of the test session. The other four sequences,
BalloonFestival, Sunrise, Starting, and Showgirl, are used
for tests. In the test session, referring to [20], the pair of
videos generated byAnchor and the proposedmethod are ran-
domly arranged side by side to be simultaneously displayed to
observers. Each video pair is played twice at the rate of 25 fps.
The observers are asked to choose which video in the pair
(’left’ or ’right’) has a better overall quality based on their
impression. Fig. 7 shows the subjective evaluation results for
the four test sequences in terms of preference. The results
show that the proposed method gets more preference than
Anchor, which indicates that the proposed method produces
HDR videos with higher visual quality than Anchor. It can
be inferred from the evaluations that the proposed method is
effective in improving visual quality of HDR videos.

VOLUME 7, 2019 55241



Q. Fu et al.: Weighted Chroma Downsampling and Luma-Referenced Chroma Upsampling for HDR/WCG Video Coding

FIGURE 5. Visual comparison of HDR reconstruction results. From left to right: FireEater, Market, Sunrise, and GarageExit. (a) Original. (b) Original. (c)
Original. (d) Original. (e) Anchor. (f) Anchor. (g) Anchor. (h) Anchor. (i) Proposed. (j) Proposed. (k) Proposed. (l) Proposed.

TABLE 2. BD-rate performance (%) of the proposed chroma down and up sampling compared with Anchor.

B. OBJECTIVE EVALUATION
For objective evaluation, we first calculate the overall
BD-rate performance of the proposed chroma downsam-
pling and upsampling method compared with Anchor. In the
tests, we evaluate the BD-rate performance in terms of
tPSNR-X, tPSNR-Y, tPSNR-Z, tPSNR-XYZ, and tOSNR-
XYZ, DE100, PSNRL100, tPSNR-Y, tPSNR-U, tPSNR-V,
and tPSNR-YUV. tPSNR measures distortions between the
original and reconstructed images after PQ-TF. Table 2 shows
the BD-rate gains (%) of the proposed method over Anchor.
The results show that the proposed method achieves bet-
ter BD-rate performance than Anchor in terms of tPSNR-U
and tPSNR-V by 9.9% and 8.4% for U and V components,

respectively, with a slight decrease in tPSNR-Y of 0.1%.
For BalloonFestival, Hurdles and Starting, the BD-rate gains
in tPSNR-U and tPSNR-V are more than 10%, sometimes,
even 20%. Note that both tPSNR-U and tPSNR-V are
related to chroma components which indicates that the pro-
posed method improves chroma performance for HDR/WCG
video coding. The overall BD-rate performance in terms of
tPSNR-XYZ and tOSNR-XYZ is also improved by 0.1%
and 0.2%, respectively. The improvement is not significant
because the proposed method focuses on chroma perfor-
mance and mainly processes pixels with large neighbour-
ing difference. For pixels that are close to neighbouring
ones, the proposed method provides a very small change in
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FIGURE 6. Visual comparison of HDR reconstruction results. From left to right: ShowGirl, BalloonFestival, Hurdles, and Starting. (a) Original. (b) Original.
(c) Original. (d) Original. (e) Anchor. (f) Anchor. (g) Anchor. (h) Anchor. (i) Proposed. (j) Proposed. (k) Proposed. (l) Proposed.

TABLE 3. BD-rate performance (%) of the proposed method, [6], and [21] compared with NCL Y’CbCr Anchor.

weights so that it does not change the results significantly.
Moreover, we compare the objective performance of the pro-
posed method with those of [6] and [21]. As a basis for this
work, [6] introduced the ICtCp color space and evaluated the
compression performance of ICtCp relative to Y’CbCr. [21]
is one of our previous work that adopts irregularity con-
cealment effect for HEVC encoder optimization to improve
HDR video coding efficiency. Table 3 shows BD-rate per-
formance of them compared with NCL Y’CbCr Anchor.
The results indicate that the proposed method achieves
a performance improvement in coding efficiency over [6].
Besides, [21] achieves better coding performance than the
proposedmethod in terms of tPSNR-XYZ, tOSNR-XYZ, and

PSNRL100, while the proposed method shows much better
DE100 performance.

To clearly show the performance of the proposed
chroma upsampling method, we only perform the proposed
luma-referenced chroma upsampling in Anchor and compare
the compression performance. Table 4 lists the BD-rate eval-
uation results. It can be observed that the proposed chroma
upsampling method improves the BD-rate performance over
Anchor. Especially for tPSNR-U and tPSNR-V, the proposed
method achieves 1.8% and 4.0% improvements, respectively.
Besides, we perform the proposed luma-referenced chroma
upsampling method on test videos without HEVC com-
pression, i.e. without the blocks of ‘‘Encoding HM’’ and
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TABLE 4. BD-rate performance (%) of the proposed chroma upsampling compared with Anchor.

TABLE 5. PSNR gains (dB) on uncompressed videos using luma-referenced chroma upsampling.

FIGURE 7. Subjective evaluation results of four test sequences at two
quality levels.

‘‘Decoding HM’’ in Fig. 1, then evaluate the tPSNR perfor-
mance on the reconstructed videos. The tPSNR gains (dB)
on uncompressed videos are listed in Table 5. It shows that
the proposed luma-referenced chroma upsampling method
achieves tPSNR performance improvements over Anchor,
especially for BalloonFestival, Hurdles and Starting. This is
because these three videos have a lot of sharp edges with large
inter-pixel differences.

We also evaluate and compare the HDR-VQM [22] and
HDR-VDP2 [23] performance of the proposed method with
Anchor. We provide HDR-VQM curves in Fig. 8 and
HDR-VDP2 curves in Fig. 9. A lower HDR-VQM value or
a larger HDR-VDP2 value indicates a higher visual quality.
As shown in these figures, the proposed method achieves
similar HDR-VQM and HDR-VDP curves to Anchor. This is
because the proposed method mainly considers the chroma

TABLE 6. BD-rate performance (%) in terms of MS-SSIM compared with
Anchor.

pixels with large difference to improve the chroma per-
formance. Furthermore, we evaluate Multiscale Structural
Similarity (MS-SSIM) performance of the proposed chroma
downsampling and upsampling method. MS-SSIM [24] met-
ric is an extension of SSIM for image quality assessment
which has been integrated in HDRTools software. We eval-
uate MS-SSIM performance of R, G, and B components
using HDRTools, and calculate the overall BD-rate perfor-
mance in terms of MS-SSIM. The BD-rate performance is
listed in Table 6. The results show that the proposed method
achieves 0.3% overall BD-rate improvement, which indicates
that the proposed method obtains better perceptual quality
than Anchor. More specifically, we achieve 2.7% BD-rate
improvement on BalloonFestival. This is because Balloon-
Festival contains a lot of edges and areas with strong color
changes.

In addition, we measure time costs for the forward conver-
sion (prior to encoder) and inverse conversion (after decoder)
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FIGURE 8. HDR-VQM performance comparison using rate distortion curves. A lower HDR-VQM value indicates a better quality. (a) FireEater. (b) Market.
(c) SunRise. (d) GarageExit. (e) ShowGirl. (f) BalloonFestival. (g) Hurdles. (h) Starting.

FIGURE 9. HDR-VDP2 performance comparison using rate distortion curves. A larger HDR-VDP2 value indicates a better quality. (a) FireEater. (b) Market.
(c) SunRise. (d) GarageExit. (e) ShowGirl. (f) BalloonFestival. (g) Hurdles. (h) Starting.

to evaluate computational efficiency. This is because the extra
computational complexity of the proposed method is mainly
from the chroma downsampling and upsampling processes.
For the forward conversion, we test 100 HDR frames for
each test sequence, i.e. total 800 frames for eight sequences.
For the inverse conversion, a total of 3200 frames are tested
for eight sequences including four QPs. We perform the
tests on a workstation with dual Intel Xeon CPU E5-2640
(2.4 GHz) and 32GB RAM. The total time consumption of
both Anchor and the proposed method is listed in Table 7.

TABLE 7. Time consumption for the forward and inverse conversions.

The proposed method needs extra time costs of 5.00% and
2.93% over Anchor for the forward and inverse conversions,
respectively.

VOLUME 7, 2019 55245



Q. Fu et al.: Weighted Chroma Downsampling and Luma-Referenced Chroma Upsampling for HDR/WCG Video Coding

V. CONCLUSION
In this paper, we have proposed weighted chroma down-
sampling and luma-referenced chroma upsampling for
HDR/WCG video coding. We have adopted ICtCp color
space to prevent color artifacts since ICtCp has better
decorrelation between luma and chroma. We have used the
difference between adjacent pixels for chroma downsam-
pling to preserve more image textures and details. More-
over, we have utilized luma data for chroma upsampling by
exploring the correlation between luma and chroma to reduce
the distortions introduced by chroma downsampling. The
objective evaluation results demonstrate that the proposed
method improves coding efficiency for HDR videos over
Anchor. Visual comparison results indicate that the proposed
method reconstructs higher quality HDR videos with less
color distortions and better image details than Anchor. The
subjective tests on a commercial HDR TV also verify that the
proposed method produces high quality HDR videos.
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