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ABSTRACT This paper proposes an adaptive feedback control strategy–based sliding mode control tech-
nique for the EL system with actuator faults and system uncertainties. In order to obtain magnitude limited
control input signal, an approximate saturation function is employed to approximate the real saturation with
arbitrarily prescribed precision, and then, an auxiliary variable consists of virtual control law and adaptive
control law equipped with the fuzzy logic system is introduced to compensate the adverse influence caused
by uncertain nonlinear term. Specifically, on-line adaptive algorithm is derived in the sense of Lyapunov
stability analysis in the closed loop design. The rigorous theoretical analysis demonstrates that the proposed
control law can guarantee all the closed-loop signals, which are semi-globally uniformly ultimately bounded,
and the tracking error converges to a small neighborhood of origin.

INDEX TERMS Adaptive compensation, sliding mode control, uncertain Euler-Lagrange system, fuzzy
logic system.

I. INTRODUCTION
In the recent years, the tracking control problem has attracted
much attention due to its applications in various nonlinear
systems [1]–[5]. One of the interesting systems relevant to
this problem to deal with is Euler–Lagrange (EL) systems,
which encompass a wide range of non-linear mechanical
systems and they are found in many practical applications.
Currently, various nonlinear control strategies [6]–[9] have
been proposed for EL system while numerous good results
have been obtained. Nevertheless, some challenging issues
still remain open. The first one is related to uncertain dynam-
ics and external disturbances. Owing to the intrinsic non-
linearity and strong coupling, it is rather hard to obtain an
accurate model for EL system that makes the model-based
controllers unsuitable. On the other hand, EL systems are
always under the effect of external disturbances induced by
the working environmental. So, the controller design aspect
for EL systems subjected to system uncertainties and external
disturbances have always been a difficult task. In real word,
it is important to analyze this class of nonlinear systems
separately [10], [11] and to design some effective control
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strategy for EL systems such that the desired performance can
be achieved.

The second challenging issue is about actuator faults.
In practice, system actuators play a key role in generating
control efforts to accomplish specific objectives. However,
some unexpected faults such as the failure, loss of effective-
ness or the ageing of EL systems control components are
often encountered because of the harsh working environment.
When actuator faults occur, the control gain matrix becomes
unknown and possibly not positive definite. This problem not
only degrades the control performance of EL systems, but
also sometimes induces system instability. Therefore design-
ing a tracking controller to maintain closed-loop stability
and acceptable performance, despite unknown faults within
the components of the EL system, is a critical issue for a
real application. Many nonlinear control laws [12]–[15] have
been designed using fault diagnosis and controller reconfig-
uration such that the adverse influence caused by actuator
faults can be compensated and the stability as well as the
acceptable performance of the closed-loop system can be
maintained. Unfortunately, if the actuator faults are time
varying and completely undetectable, the aforementioned
control laws can’t be applied. The robust fault tolerant control
methods are a strong tool for solving the related control tasks
of EL systems with time-varying and undetectable faults.
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In [16], a velocity-free fault tolerant control approach based
on the sliding mode observer was proposed for EL system.
In [17], a low-cost robust adaptive fault-tolerant tracking
control algorithm for EL system is presented that ensures
uniformly ultimately bounded stable tracking in the absence
of precise target information. Chen et al. [18] presented
a fault-tolerant cooperative control scheme for networked
uncertain EL system such that the cooperative tracking of
the networked system is achieved even in the presence of
actuator faults and communication link faults. Hu et al. [19]
presented the robust tracking control scheme for EL sys-
tem with disturbance and multiple actuator faults, which the
designed closed-loop system is also shown to be finite-time
stable with the reference trajectory followed in finite time.
However, the previously mentioned fault tolerant control
strategies for the EL system are used in simple EL model
(the parameters of generalized inertia matrix and Coriolis
matrix are either completely known or partially known), few
adaptive fault-tolerant control strategies for EL system with
the completely unknown system parameter are reported in the
literature.

In addition to the actuator faults and the adverse factors
(including system uncertainties and external disturbances),
actuator saturation is an important practical issue that should
be considered in controller design. When an actuator entered
its physical saturation limitation boundary, any operation to
increase the actuator output would not make any variation
of system output. Moreover, if an (actuator) unknown fault
occurs, the controlled system would continue issuing its per-
formance that may no longer be achievable by the designed
controller. Under this situation, the required control output
will quickly saturate the actuators while striving to maintain
the ‘‘healthy’’ maneuvering performance. It may lead to sys-
tem instability and even leading to task failure due to actuator
saturation if the system is not equipped with an effective
control strategy to dump the saturated actuators. Although
Lyu [20], Fischer et al. [21], Shojaei and Chatraei [22],
Zhai and Xia [23] and the references therein have developed
a range of controllers to effectively handle the limited actu-
ator output, these controllers have not considered actuator
faults, and so cannot be applied directly to the FTC of EL
system with limited actuator input. Although [24] provided
an adaptive fault-tolerant controller for a systemwith actuator
saturation, the controllers required large computation power
and were difficult to implement.

¬ To deal with the effects of the saturation nonlinearity,
an approximate saturation function is introduced into the
controller design, which can smoothly approximate the real
saturation with arbitrarily prescribed precision.

 A novel sliding surfaces with auxiliary control vari-
able is introduced into the closed-loop system such that the
adverse influence caused by uncertain nonlinear term can be
suppressed.

® Without any knowledge of system parameters and exter-
nal disturbances, the continuous control input is achieved by
introducing online updating laws.

II. PROBLEM FORMULATION AND PRELIMINARIES
A. SYSTEM DESCRIPTION
Consider the dynamics of nonlinear system described by
Euler-Lagrange equation:

M (η) η̈ + C (η, η̇) η̇ + Td = ρ (t) · sat(τ )+ τb (t) (1)

where η ∈ Rn represents the generalized coordinates, η̇ ∈ Rn

represents the generalized velocities, Td ∈ Rn is the lumped
disturbance including the unknown gravity vector and the
external disturbance,M (η) ∈ Rn×n is the generalized inertia
matrix, C (η, η̇) ∈ Rn×n denotes the generalized centripetal-
Coriolis matrix, M (η) and C (η, η̇) satisfy ‖M (η)‖ ≤ σ1
and ‖C (η, η̇)‖ ≤ σ2 ‖η̇‖ with positive constants σ1 and σ2.
In this paper, the various types of actuator faults consid-
ered here are listed in Table 1, and moreover, ρ (t) =
diag{ρ1(t), . . . , ρn(t)} > 0 is a continuous time-varying
function reflecting the partial loss of actuator effectiveness
and τb (t) ∈ Rn is a function reflecting actuator bias faults.

TABLE 1. Type of actuator faults.

In addition, sat (τ ) = [sat (τ1) , sat (τ2) , . . . , sat (τn)]T is
the plant input subject to saturation nonlinear described by

sat (τi) =

{
sign(τi) · τiM if |τi| ≥ τiM ;
τi if |τi| < τiM .

(2a)

where τi is the designed control input and τiM is the upper
bound of sat (τi). From (2a), the control input of EL system
lies in a bounded set, i.e.,

= = { sat (τi) | |sat (τi)| ≤ τi M <∞} (2b)

In practice, the control input of EL system is likely subject
to amplitude saturation with saturation bound τi M (τi M can
be calculated from the physical input saturation level), there-
fore, (2a)-(2b) ensure that the constraint of control input is
not violated. The subsequent development is based on the
assumption that η and η̇ are measurable, andM (η), C (η, η̇),
Td , ρ (t), and τb are unknown. It needs to be pointed out
that sat (τi) in (2a) is a non-smooth function and may not
be amenable to control design for nonlinear system because
the relationship between the saturation function ui and τi has
a sharp corner when |τi| = τiM . And therefore we introduce
the following well-defined smooth function (3) to approxi-
mate saturation nonlinear (2a) (The saturation functions (2a)
and (3) are shown in Figure 1):

0 (τi) =
1
2c

ln
(
ecτiM ecτi + e−cτiM e−cτi

e−cτiM ecτi + ecτiM e−cτi

)
, (3)

where c > 0 is the designed parameter and τiM is the upper
bound of τi. Moreover, saturation nonlinear function (3) has
the following Lemma1.
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FIGURE 1. Saturation functions sat
(
τi

)
and 0

(
τi

)
.

Lemma 1: The saturation function sat (τi) in (2a) can be
expressed as

sat (τi) = 0 (τi)+1τi, (4)

and the following properties hold.
P1: ∂0 (τi)

/
∂τi > 0;

P2: 1τi is bounded and lim
c→+∞

1τi = 0;

P3: |0 (τi)| ≤ τiM ;
Proof: See the Appendix A.

Define that x1 = η and x2 = η̇, and combining with
Lemma1, then system (1) can be written as{

ẋ1 = x2,
ẋ2 = H (x1, x2, ẋ2)+ 0 (τ) ,

(5)

where H (x1, x2, ẋ2) = (ρ (t)− 1) ·0 (τ)+ρ (t) ·1τ + τb−
Td − Cx2 −Mẋ2 + ẋ2 denotes the lumped disturbance acting
system.

For the development of control scheme, the following
Assumptions andLemmas are given.
Assumption 1: The state vector x1, generalized velocity

vector x2 and acceleration vector ẋ2 stay in a physical opera-
tion domain, denoted by ℘ defined as follows:

℘ = {x1, x2, ẋ2| ‖x1‖ ≤ σ0, ‖x2‖ ≤ σ1, ‖ẋ2‖ ≤ σ2}

where σ0, σ1, and σ2 are unknown positive constants.
Assumption 2: The actuator effectiveness matrix ρ (t) and

the bias fault τb are continuous and satisfy 0 < ρi(t) ≤ 1 and
‖τb‖ ≤ σ3 with a positive constant σ3.
Assumption 3: There exists a positive constant σ4

such that the desired command signal vector xd satisfies
max {‖xd‖ , ‖ẋd‖ , ‖ẍd‖} ≤ σ4.
Lemma 2:For any given scalar constant ς > 0 and any

vector x̄ = [x̄1, x̄2, . . . x̄n]T , the following relationship holds:

0 ≤ ‖x̄‖ −
x̄T x̄√

x̄T x̄ + ς2
< ς,

(
x̄T x̄ ‖x̄‖22 , ‖x̄‖

∑n

i=1
|x̄i|
)

(6)

Proof: See the Appendix B.
Lemma 3 [25]. The first order sliding mode differentiator

is designed as{
η̇1i = ωi = η2i − b1 |η1i − Fi (t)|1/2 · sign (η1i − Fi (t)) ,
η̇2i = −b2 · sign (η2i − ωi) ,

(7)

where η1i, η2i, and ωi are the states of the system (7),

b1 and b2 are positive design constants, and Fi (t) is a
known function. Then, ωi can approximate the differential
term Ḟi (t) to any arbitrary accuracy if the initial deviations
η1i − Fi (t0) and ωi − Ḟi (t0)are bounded.
Remark 1: In application, the information acquisition of

some states is achieved through physical sensors. However,
the detection output of a healthy physical sensor has the
maximum operation range. That means system sates stay in a
physical operation domain. Therefore, Assumption 1 ensures
that EL system sates do not extend to infinity, which is true
in all physical plant.

B. DESCRIPTION OF A FUZZY LOGIC SYSTEM
A fuzzy logic system can approximate any continuous func-
tions on a compact set to an arbitrary accuracy [26]. It is
composed of four principal components: an inference engine,
a fuzzy rule, a fuzzifier, and a defuzzifier. The fuzzy logic
system can be formed by a set of ‘If-Then’ linguistic rules,
i.e.,

R(j) : If x1is A
j
1 and . . . and xn is A

j
n, Then z is B

j

where j = 1, 2, . . . ,N , x = (x1, x2, . . . , xn)T and z ∈ R
are the inputs and output of the fuzzy logic system, respec-
tively. In addition, Aji, i = 1, 2, . . . ,N , and Bji are charac-
terized by fuzzy membership function µAji

(xi) and µBji
(z),

respectively. Based on singleton fuzzifier, product inference,
center-average defuzzifier, and Gaussian membership func-
tion, output of the Fuzzy logic system can be written as

f (x) =
∑M

j=1

z̄j
(∏n

i=1 µAji
(xi)

)
∑M

j=1

(∏n
i=1 µAji

(xi)
) = 8 · ζ (x) , (8)

where z̄j ∈ R is the point at which µBji
(z) achieves the maxi-

mum value, 8 =
[
z̄1, z̄2, . . . , z̄M

]
is an adjustable parameter

vector. And ζ = [ζ1(x), ζ2(x), . . . , ζn(x)] is the fuzzy basis
function vector, each element of ζ (x) is

ζi (x) =
∑M

j=1

∏n
i=1 µAji

(xi)∑M
j=1

(∏n
i=1 µAji

(xi)
) . (9)

It should be pointed out that the fuzzy logic system are able
to approximate a continuous function defined on a compact
set to any given accuracy, which can effectively deal with
uncertainty [27]. For a continuous nonlinear function H ,
which can be approximated by

H (x1, x2, ẋ2) = f (x) = 8 · ζ (x)+ ε, (10)

where 8 = [81,82, . . . , 8n]T is an optimal weight vector
and ε = [ε1, ε2, . . . , εn]T is the approximation error.
Assumption 4: The optimal weight and approximation

error of FLS are bounded such that

‖8‖ ≤ λ and ‖ε‖ ≤ εM , (11)

where λ and εM are positive constants.
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C. PROBLEM FORMULATION
The main problem to be investigated in this study can be
formulated as: For the systems described by (5), design
a closed-loop system to achieve the objective of tracking
control. More specifically, given any bounded desired com-
mand xd , develop a control input τi to guarantee that xd
can be followed even in the presence of actuator faults and
uncertainties.

III. MAIN RESULTS
In this subsection, a closed-loop control structure will be
proposed for EL system, and the control algorithm can guar-
antee that the closed-loop tracking system is UUB stable.
To achieve high-accuracy tracking control, a virtual com-
pensation version of the proposed control method is further
designed to handle the lumped disturbance in the system.
To fully show the compensation control design, the tracking
error and its dynamics are defined as follows.

e1 = [e11, e12, . . . , e1n]T = x1 − xd , (12)

e2 = ė1 = ẋ1 − ẋd = x2 − ẋd . (13)

Then a dynamic sliding surface Sa and an auxiliary variable
z are defined as

Sa = [Sa1, Sa2, . . . , Sa3]T = e2 + c1 · e1 + c2 · z, (14)

z = [z1, z2, . . . , zn]T = 0 (τ)− ϕ −4, (15)

where z (0) = 0, ϕ[ϕ1, . . . , ϕn]T and 4[41, . . . , 4n]T are
regarded as virtual control law and auxiliary control law,
respectively, which ϕ and 4 will be designed later. It is
worth mentioning that the design parameters c1 and c2 need
to satisfy c1 > 0 and c2 < −1. From (5), (10), and (15), the
derivative of Sa is given as follows

Ṡa =
[
Ṡa1, Ṡa2, . . . , Ṡai

]T
= ẋ2 − ẍ1d + c1 · ė1 + c2 · ż

= H (x1, x2, ẋ2)+ 0 (τ)− ẍ1d + c1 · ė1 + c2 · ż.

= 8 · ζ (x)+ ε + z+ ϕ +4− ẍ1d + c1 · ė1 + c2 · ż.

(16)

Considering (14), multiplying both sides of the resultant
equality by Sa and noting (13), one obtains

STa Ṡa = STa ·8 · ζ (x)+ S
T
a ε + S

T
a (z+ ϕ +4− ẍ1d )

+STa c1ė1 + S
T
a c2 ·

((
∂0 (τ)

/
∂τ
)
· τ̇ − ϕ̇ − 4̇

)
.

(17)

By using young’s inequality with δ ∈ R+, we have{
STa ε ≤ ‖Sa‖

2
2

/
2δ2 + δ2 ‖ε ‖22

/
2,

STa ·8 · ζ (x) ≤ ‖Sa‖ · λ · ‖ζ ‖ .
(18)

Applying (18), then (17) can be rewritten as

STa Ṡa ≤ ‖Sa‖ · λ · ‖ζ ‖ + ‖Sa‖
2
2

/
2δ2 + δ2 ‖ε ‖22

/
2

+STa · z+ S
T
a · (ϕ +4)+ S

T
a · κ1

+STa c2 ·
((
∂0 (τ)

/
∂τ
)
· τ̇ − ϕ̇ − 4̇

)
−κ2 ‖Sa‖22 + κ2 ‖Sa‖

2
2 −

∣∣∣STa κ1∣∣∣+ ∣∣∣STa κ1∣∣∣︸ ︷︷ ︸
is zero

, (19)

where κ1[κ11, κ12, . . . κ1n]T = c1 · ė1 − ẍ1d and
κ2 = η1 + 1.
Design the virtual control law ϕ and auxiliary control

law 4 as follows

ϕ = −
κ22 · ‖Sa‖

2
2 · Sa√

κ22 · ‖Sa‖
4
2 + ς

2
−

‖κ1‖
2
2 · Sa√

‖κ1‖
2
2 · ‖Sa‖

2
2 + ς

2
, (20)

4 = −
λ̂2 · ‖ζ ‖22 · Sa√

λ̂2 · ‖ζ ‖22 · ‖Sa‖
2
2 + ς

2(t)
, (21)

here, adaptive parameter λ̂ can be updated as follows

˙̂
λ = γ ·

(
‖Sa‖ · ‖ζ ‖ − a · λ̂

)
, λ̂ (0) > 0, (22)

where γ ∈ R+ and a ∈ R+ are the design parameters.
Remark 2: The virtual control law ϕ and auxiliary vari-

able 4 are employed in cooperative compensation control
strategy design. The virtual control law ϕ consists of the
linear feedback term and control gain adjustment term for
control accuracy of the closed-loop system. Auxiliary vari-
able 4 is the compensation term for the lumped disturbance
including system uncertainties, actuation faults and external
disturbances.

It is worth noting the time derivative of 4 and ϕ are
required for the subsequent stability analysis and control law
design. However, taking the time derivative of the auxiliary
variable 4 may cause the explosion problem of a complex
term. To eliminate this problem, the following first order
sliding mode differentiator according to Lemma 3 is adopted
to estimate each element of 4̇ and ϕ̇:{
η̇1i = ωi = η2i−b1 |η1i−4i−ϕi|

1/2
· sign (η1i−4i−ϕi) ,

η̇2i =−b2 · sign (η2i−ωi) ,

(23)

where η1i, η2i, and ωi are the states of the system (18), and b1
and b2 are design parameters. Based on (23) and Lemma 3,
we obtain

4̇+ ϕ̇ = ω + χ , (24)

where ω = [ω1, ω2, . . . , ωn]T , and χ = [χ1, χ2, . . . , χn]T

is the estimation error vector of the first order sliding mode
differentiator. In the light of Lemma 3, we have ‖χ‖2 ≤ β

with a small positive constant β.
To proceed, we define λ̃ = λ − λ̂. From (19), (20), (21)

(22), and (24), we further obtain that

STa Ṡa−γ
−1
· λ̃
˙̂
λ

≤ ‖Sa‖ · λ · ‖ζ ‖−‖Sa‖ · λ̃ · ‖ζ ‖+a · λ̃ · λ̂+‖Sa‖22
/
2δ2

+ δ2 ‖ε ‖22

/
2−η1 · ‖Sa‖22−‖Sa‖

2
2+κ2 ‖Sa‖

2
2+

∣∣∣STa κ1∣∣∣
−

κ22 · ‖Sa‖
4
2√

κ22 · ‖Sa‖
4
2+ς

2
−

‖κ1‖
2
2 · ‖Sa‖

2
2√

‖κ1‖
2
2 · ‖Sa‖

2
2+ς

2
+STa · z
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−
λ̂2 · ‖ζ ‖22 · ‖Sa‖

2
2√

λ̂2 · ‖ζ ‖22 · ‖Sa‖
2
2+ς

2

+ STa c2

(
∂0 (τ)

∂τ
· τ̇−ω−χ

)
. (25)

In light of Lemma 2 and the definition Sa = e2+c1e1+c2z,
one can find that

(1)−
κ22 ‖Sa‖

4
2√

κ22 · ‖Sa‖
4
2 + ς

2
+ κ2 ‖Sa‖22 ≤ ς,

(2)−
‖κ1‖

2
2 · ‖Sa‖

2
2√

‖κ1‖
2
2 · ‖Sa‖

2
2 + ς

2
+
∣∣STa κ1∣∣ ≤ ς,

(3)−
λ̂2 · ‖ζ ‖22 · ‖Sa‖

2
2√

λ̂2 · ‖ζ ‖22 · ‖Sa‖
2
2 + ς

2
+ ‖Sa‖ ·

∣∣∣ λ̂ ∣∣∣ · ‖ζ ‖ ≤ ς,
(4)− STa Sa = −‖Sa‖

2
2

= −‖e2 + e1‖2 − c22 ‖z‖
2
− 2c2 [e2 + e1]T z

≤ −‖e2 + e1‖2 − c22 ‖z‖
2
+ c2

(
‖z‖2 + ‖e2 + e1‖2

)
= − (1− c2) · ‖e2 + e1‖2 −

(
c22 − c2

)
· ‖z‖2 .

(26)

From (26), one has

STa Ṡa − γ
−1
· λ̃
˙̂
λ

≤ −

(
η1 −

1
2δ2

)
· ‖Sa‖22 + aλ̃λ̂+

δ2 ‖ε ‖22
2

− (1− c2) · ‖e2 + c1 · e1‖2 −
(
c22 − c2

)
· ‖z‖2

+3 · ς + STa z+ S
T
a c2

(
∂0 (τ)

∂τ
· τ̇ − ω − χ

)
. (27)

Nowwe are ready to provide the following the input updat-
ing law:

τ̇ =

(
∂0 (τ)

∂τ

)−1
·

(
ω −

z
c2

)
, (τ (0) = 0) (28)

where
(
∂0 (τ)

/
∂τ
)−1 diag {(∂0 (τ1)/∂τ1)−1, . . . ,

(∂0 (τn)
/
∂τ n)−1

}
.

The following theorem established the criteria for choos-
ing the controller parameters to warrant the stability of the
tracking error e1.
Theorem 1: Consider the dynamics system described

by (5). Suppose that Assumptions 1-3 hold. Under the
designed closed-loop system consisted by (20), (21), (22),
and (28), if the controller parameters c1, c2, and η1 satisfy{

2η1 − δ−2 − c22 > 0, c1 > 0,
c22 − 2c2 − 2 > 0, c2 < −1,

(29)

then the following conclusions hold:
1) all closed-loop signals are bounded;
2) the tracking errors e1i and auxiliary variables zi

(i = 1, 2, . . . , n) will converge into a bounded set.
Proof: Consider the Lyapunov candidate function as

V (t) =
1
2
STa Sa +

1
2
|c2| · zT z+

1
2γ
λ̃2. (30)

Taking the time derivative of V (t) and using (27)-(28),
we have

V̇ (t) ≤−
(
η1−

1
2δ2

)
· ‖Sa‖22+aλ̃λ̂

+
δ2 ‖ε ‖22

2
−

(
c22−c2

)
·‖z‖2

−(1−c2)·‖e2+c1e1‖2+STa c2

(
∂0 (τ)

∂τ
· τ̇−ω−χ

)
+ 3·ς (t)+STa · z+|c2| · z

T
·

(
∂0 (τ)

∂τ
· τ̇−ω−χ

)
=−

(
η1−

1
2δ2

)
· ‖Sa‖22+aλ̃λ̂+

δ2 ‖ε ‖22
2

−

(
c22−c2

)
· ‖z‖2

− (1−c2) · ‖e2 + c1e1‖2 + 3 · ς

−STa c2χ + z
T z+ zT c2χ . (31)

Again, using the young’s inequality
aλ̃λ̂ ≤ −aγ λ̃2

/
2γ + aλ2

/
2

zT c2χ ≤ c22 ‖z‖
2
2

/
2+ ‖χ‖22

/
2

STa c2χ ≤ c
2
2 ‖Sa‖

2
2

/
2+ ‖χ‖22

/
2

(32)

Then, we further get that

V̇ (t) ≤ −

(
η −

1
2δ2
−
c22
2

)
· ‖Sa‖22

−

(
c22
2
− c2 − 1

)
· ‖z‖2 −

aγ λ̃2

2γ
+1g

≤ −$ · V (t)+1g (33)

where $ = min
{(
2η − δ−2 − c22

)
,
(
c22 − 2c2 − 2

)
, aγ

}
and 1g = 0.5 ·

(
a · λ2 + δ2 · ‖ε ‖22

)
+ 3 · ς + β.

Integrating both sides of (33), it is obtained that

V (t) ≤
1g

$
+

(
V (0)−

1g

$

)
e−$ t < +∞, (34)

Combining (30) and (34), we further obtain that lim
t→∞
|Sai| ≤√

21g
/
$ and lim

t→∞
|zi| ≤

√
21g

/
$ · |c2|. From (14), we

obtain lim
t→∞
|ė1i + c1 · e1i| ≤ 2 ·

√
21g

/
$ .

To facilitate the further analysis of tracking error,
we denote

υi (t) = ė1i + c1 · e1i (35)

Solving the first differentiate equation in (35) yields

e1i (t) = e−c1·t · e1i (0)+ e−c1·t ·
∫ t

0
υi (ϑ) · ec1·ϑdϑ. (36)

From (36), we can see that if
∫ t
0 υi (ϑ) · e

c1·ϑdϑ is
bounded, then e1i (t) → 0 as t → ∞. If, however,∫ t
0 υi (ϑ) · e

c1·ϑdϑ is unbounded, we then use the L’ Hopital’s
rule to (36) and obtain

lim
t→∞

e1i (t) = 0+ lim
t→∞

υi (t) · ec1·t

c1 · ec1·t
= lim

t→∞

υi (t)
c1

(37)
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FIGURE 2. The closed-loop system structure.

which implies that if υi (t) is bound as t → ∞, then

lim
t→∞
|e1i| ≤ 2 ·

√
21g

/
$
/
c1. Based on the above analysis,

it is easy to conclude that zi, e1i and ė1i are ultimately confined
in the following compact set, respectively:

�z =

{
zi | |zi| ≤

√
21g

/
$ · |c2|

}
(38)

�e =

{
e1i | |e1i| ≤ 2 ·

√
21g

/
$

/
c1

}
(39)

�ė =

{
ė1i | |ė1i| ≤ 2 ·

√
21g

/
$

}
(40)

Thus, we complete the whole proof.
To facilitate the readers to understand the control strat-

egy, the overall architecture of the designed method is given
in Fig. 2.
Remark 3: In light of (34), we see that the parameters of

close-loop systems c1, c2, δ, a, andγ determine the size
of the tracking errors, that is, the smaller the tracking errors,
the bigger the control parameters c1, |c2| , and η should
be. Since the design parameters δ and a can be set as small
as possible, hence 1g in (33) can be adjusted to a small
boundary, i.e., the tracking errors are guaranteed to be small
enough by choosing the small parameters δ, ς and a.

IV. NUMERICAL SIMULATIONS
In this section, the developed control method is applied to an
uncertain two-link roboticmanipulator system in the presence
of the actuation faults and adverse factors to demonstrate the
effectiveness. The developed method is applied on a two-link
robotic manipulator given by

M (η) η̈ + C (η, η̇) η̇ + Td = ρ (t) · sat(τ )+ τb

where η =
[
η1
η2

]
, M =

[
M11 M12
M21 M22

]
, C =

[
C11 C12
C21 0

]
,

Td =
[
Td1
Td2

]
, τb =

[
τb1
τb2

]
, and ρ =

[
ρ1 0
0 ρ2

]
. Here,

η1 and η2 represent the joint angles of the first and second
links, respectively. M11 = (m1 + m2) · r21 + m2 · r22 +

2m2r21 r
2
2 · cos(η2), M12 = M21 = m2r22 + m2r1r2 cos(η2),

M22 = m2r22 ,C11 = −pη̇2 sin(η2), C21 = pη̇1 sin(η2) with
p = 0.242kgm2. In addition, the parameters of manipulators
are set as follows. The masses of links 1 and 2 arem1 = m2 =

2kg. The link lengths are r1 = r2 = 1m. Let initial conditions
of system states be η (0) = [0.05, 0.1]T and η̇ (0) = [0, 0]T .
The parameters of closed-loop system are chosen as c1 = 2,
c2 = −2, δ = ς = 0.5, η1 = γ = 6, τiM = 30, and
a = 0.1. In (23), the parameters of first order sliding mode
differentiator are selected as b1 = b2 = 15. To implement the
adaptive fuzzy system, the membership function are given as

µA1i
(xi) = exp[−((xi + π

/
6)
/
(π
/
24))2],

µA2i
(xi) = exp [−((xi + π

/
12)
/
(π
/
24))2],

µA3i
(xi) = exp [−(xi

/
(π
/
24))2],

µA4i
(xi) = exp [−((xi − π

/
12)
/
(π
/
24))2],

µA5i
(xi) = exp[−((xi − π

/
6)
/
(π
/
24))2].

In simulation, the control objective is to track the desired
trajectory ηd = [η1d , η2d ]T = xd = [0.3 sin t, 0.2 cos t]T .

To show the effectiveness of the proposed control strategy,
simulation results are obtained for two cases included the
actuator fault and the others adverse factors, while maintain-
ing the remaining conditions unchanged.
Case 1: Td1 = Td2 = 15 · η̇1 + 6 · sign (η̇1), ρ1 = 0.75,

ρ2 = 0.8, and τb1 = τb2 = 0.2 · sin(2t).
The results are presented in Fig. 3, which shows that the

system states are indeed bounded, which clearly indicates that
zi, e1i, ė1i, and Sai (i = 1, 2) are all retained, as claimed in
Theorem 1. Moreover, we can also observe that η1 − η1d
and η2 − η2d converge to a small neighborhood of stable
point (|η1 − η1d | ≤ 1.8 × 10−3rad , |η2 − η2d | ≤ 5 ×
10−4rad for t ≥ 1s) which indicates that the proposed
control strategy is effective to suppress the adverse factors
including disturbance, system uncertainty, and actuator fault.
From Figs. 4-5, it can be seen that the initial amplitude value
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FIGURE 3. (a)-(b). System states trajectory tracking under case 1.
(a) η1—η1d and η̇1—η̇1d tracking. (b) η2—η2d and η̇2—η̇2d tracking.

FIGURE 4. Sliding mode variables under case 1.

of input updating value τi and sliding surface variable Sai
are large, This is because that the proposed method is tuning
and do not adapt to the adverse factors at the beginning.
And then the adaptation updating algorithm starts to exert its
effectiveness such that the satisfactory control performance is
achieved.
Case 2: Td1 = Td2 = 20η̇1 + 10sign (η̇1), ρ1 = 0.55 +

0.15 sin (t) , ρ2 = 0.65 + 0.15 · sin (t), and τb1 = τb2 =

0.8 · sin(2t).

FIGURE 5. Control input τ under case 1.

FIGURE 6. (a)-(b). System states trajectory tracking under case 2.
(a) η1—η1d and η̇1—η̇1d tracking. (b) η2—η2d and η̇2—η̇2d tracking.

From Figs. 6–8 by using the proposed method, the system
state trajectories achieve its maximum at the beginning of the
engagement, and stays at a stable boundary at the rest. Com-
pared with Case 1, although uncertainties and disturbance are
increased under actuator fault, the high tracking accuracy and
fast convergence are still hold, and namely the adverse factors
are well suppressed. These simulation results show that the
good performance can be obtained under the proposed control
algorithm.
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FIGURE 7. Sliding mode variables under case 2.

FIGURE 8. Control input τ under case 2.

V. CONCLUSION
Trajectory tracking control of EL system was studied in
the presence of the actuator faults and system uncertainties.
An adaptive compensation control scheme based on sliding
mode control technique with auxiliary variable was devel-
oped such that the adverse influence caused by uncertain
nonlinear term can be suppressed. The controller successfully
accomplished tracking maneuver. And the stability of the
tracking error was guaranteed by the Lyapunov theorem.
Numerical simulations were included to support the theory
analyses.

APPENDIX A
Proof of the three properties of Lemma 1:

¬ According to (3), one has

∂0 (τi)

∂τi

=
e2cτiM − e−2cτiM(

ecτiM ecτi + e−cτiM e−cτi
) (
e−cτiM ecτi + ecτiM e−cτi

) > 0

(A.1)

From (4), we have 1τi = sat (τi) − 0 (τi) , therefore 1τi
satisfies

0 < 1τi ≤ τiM−
1
2c

ln
(
e2cτiM+e−2cτiM

2

)
, if τi ≥ τiM ;

|1τi| ≤ τiM−
1
2c

ln
(
e2cτiM+e−2cτiM

2

)
, if |τi| < τiM ;

−τiM+
1
2c

ln
(
e2cτiM+e−2cτiM

2

)
≤ 1τi ≤ 0, if τi ≤−τiM ;

(A.2)

Based on (A.2), we obtain

|1τi| ≤ τiM −
1
2c

ln
(
e2cτiM + e−2cτiM

2

)
(A.3)

Then, one can get lim
c→+∞

1τi = 0.

® Since 0 (τi) = 1
2c ln

(
ecτiM ecτi+e−cτiM e−cτi
e−cτiM ecτi+ecτiM e−cτi

)
, it has

lim
τi→+∞

0 (τi) = lim
τi→+∞

[
1
2c
· ln

(
e2cτiM + e−2cτi

1+ ecτiM e−2cτi

)]
=

2cτiM
2c
= τiM

lim
τi→−∞

0 (τi) = lim
τi→−∞

[
1
2c
· ln

(
e2cτi + e−2cτiM

1+ e−2cτiM e2cτi

)]
=
−2cτiM

2c
= −τiM

(A.4)

Form (A.4), we can concluded that |0 (τi)| ≤ τiM .

APPENDIX B
Proof of the three properties of Lemma 2: Obviously, we can
obtain that

‖x̄‖ −
x̄T x̄√

x̄T x̄ + ζ 2
=

‖x̄‖√
x̄T x̄ + ζ 2

·

(√
x̄T x̄ + ζ 2 − ‖x̄‖

)
<

√
x̄T x̄ + ζ 2 − ‖x̄‖ < ‖x̄‖ + ζ − ‖x̄‖ < ζ (B.1)
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