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ABSTRACT The use of mobile robots for teaching automatic control is becoming more popular in
engineering curricula. Currently, many robot simulators with high-graphical capabilities can be easily used
by instructors to teach control engineering. However, the use of real robots is not as straightforward as
simulations. There are many hardware and software details that must be considered before applying control.
This paper presents the development of an easy-to-use platform for teaching control of mobile robots.
The laboratory has been carefully designed to conceal all technical issues, such as communications or the
localization that do not address the fundamental concepts of control engineering. To this end, a position
sensor based on computer vision has been developed to provide the positions of the robots on the platform
in real time. The Khepera IV robot has been selected for this platform because of its flexibility and advanced
built-in sensors but the laboratory could be easily adapted for similar robots. The platform offers the
opportunity to perform laboratory practices to test many different control strategies within a real experimental
multi-agent environment. A methodology for using the platform in the lab is also provided.

INDEX TERMS Robotics education, mobile robot laboratory, vision-based indoor positioning sensor.

I. INTRODUCTION
Robotics is a multidisciplinary field that has been intro-
duced in education at all levels in recent years. Mathemat-
ics, physics, mechanics, electronics, computer science, and
automatic control are some of the fields involved in robotics,
which makes it very versatile from a pedagogical point of
view. Robotics can help students to understand abstract and
complex concepts in an interesting environment.

Nowadays it is common to find robots in many courses
and degree programs [1], [2]. Robotics is used into pri-
mary and secondary educational levels, where simple exper-
iments with sensors can be done. For example, in [3], [4],
the authors present approaches based on well-known plat-
forms (e.g. LEGO NXTMindstorms, V-REP and LabVIEW)
for primary and secondary school students. Robotics is also
used for engineering students in higher education, where
much more challenging experiments can be performed. For
example, in [5], [6] the authors present approaches based on
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simulations and competitions between robots programmed by
the students.

In this context, the development of laboratory practices
with robots is a great challenge for instructors. There are
several questions that must be answered beforehand to make
the laboratory available for students. For example, the types
of robots, the scenarios, and the student tasks protocol are
the main issues to be solved when designing the laboratory.
But, it is also necessary to put under control many techni-
cal details that are irrelevant (and maybe undesired) from a
teaching point of view. Otherwise, students will dedicate a
great effort and time for preparing and configuring several
technical issues of the laboratory before actually beginning
the practice.

In the literature we can find some research that puts
the focus on this kind of issues. For example, in [7] the
authors address the design and implementation of robotics
remote laboratories employing web technologies (WebLabs).
They describe how to incorporate security requirements and
quality of service to this kind of applications. Further, they
discuss the most appropriate web technologies to fulfill
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such requirements. In the platform CPE (Control and Pro-
gramming Environment) presented in [8], the authors pro-
pose a remote laboratory for programming and control a
mobile robot with simple commands. Which means that stu-
dents do not have to deal with hardware details or use C/C++
programming language to develop complex programs. In [9]
the authors present RoboGen, an open-source and low-cost
platform to study a variety of topics including computer
programming, artificial intelligence, evolutionary algorithms,
etc. This solution is used in the master’s level course at the
Ecole Polytechnique Federale de Lausanne (EPFL).

Some of the aforementioned approaches may present
interesting experiments for engineering students with one
robot. However, with these platforms the instructor can
not introduce more advanced multi-robots experiments like
multi-agents systems (cooperation and collaboration of a
group of robots to solve complex problems) [10]. Therefore,
some of the following interesting experiments could not be
implemented: simultaneous localization and mapping [11],
navigation with computer vision, formation control [12],
event-based control [13], among others.

This paper presents the development of a platform to
design and test control experiments with mobile robots
in a multi-agent scenario. The platform is based on the
Khepera IV robot [14], which is the most recent mobile robot
of the Swiss company K-TEAM. The architecture of the
platform is divided into two main parts: a virtual environ-
ment (simulation of the system) and an experimental envi-
ronment (robots in a real scenario). The virtual environment
is based on [15], which is a library developed by the authors,
to include the Khepera IV robot into V-REP simulator [16].
This simulator is a versatile and scalable framework for
creating 3D simulations in a relatively short period of time.
It allows to designing and test experiments before the imple-
mentation with the real robots.

On the other hand, the experimental environment is com-
posed by four Khepera IV robots that can communicate
between them by using a WI-FI network. The rest of the
elements of the experimental environment are the following:
1) a PC running theUbuntu operating system; 2) a localWI-FI
network with a router for wireless communication between
the robots and the PC; 3) a USB camera (top view of the
scenario); 4) the software tool SwisTrack [17], to process
images captured from the USB camera in order to obtain
the position of the robots; and 5) an IP camera that shows
a live streaming video of the experiment. Note that the USB
camera, the SwisTrack software, and the WI-FI router work
as an Indoor Positioning Sensor (IPS) similar to [18].

The main contributions of this work are the following:
1) the platform is an easy-to-use tool to design and test control
experiments with mobile robots in attractive and interactive
scenarios; 2) the communication between the robots allows
to students the implementation of multi-agent system exper-
iments (decentralized and collaborative approach); 3) the
experiments can be designed with a high quality 3D simulator
and tested with advanced robots for pedagogical purposes;

4) many technical details such as network communications
and the IPS system issues are transparent for the students;
5) with this platform, engineering students can have hands-on
experiences in a real-world scenario; and 6) a tasks protocol
is provided. This document contains detailed steps for per-
forming each experiment of the laboratory practice with the
platform.

The remainder of the paper is organized as follows:
Section II describes the platform in detail, considering all
its components and their interactions; Section III shows the
results of some test experiments developed with the platform;
Section IV describes how the platform can be used to teach
control engineering; and finally, Section V presents the main
conclusions and future work.

II. PLATFORM ARCHITECTURE AND STRUCTURE
A. BACKGROUND
The platform presented in this paper has been designed based
on previous works developed by the authors. For example,
in [19] we designed, implemented and tested a platform for
experimentation with LEGOMindstorms NXT robots. In this
approach the wireless communication between the robots
is performed by using Bluetooth technology. This kind of
communication consumes a lot of battery, which only allows
to send very small data packets (16 bytes), and it is not pos-
sible the communication between all the robots at the same
time (due to the master-slaves topology). These limitations
introduce important drawbacks in the real experimentation,
especially for a multi-agent scenario.

In [18] we presented a platform to develop and test posi-
tion and formation control experiments with Moway robots.
In this approach the limitations are similar to the previous
platform: the wireless communication between robots is per-
formed by using Radio Frequency (RF), which only allows
to send data packets of 8 bytes length. In addition, the pro-
cessing capacity of these robots is very low, which limits
the complexity of the experiments. In both platforms, these
issues are mainly due to the low cost of the robots. These
two platforms are composed of two main parts: 1) a virtual
environment; and 2) an experimental environment. The vir-
tual environment of both platforms is the Simulator RFCSIM
presented in [20] that was developed in Java by using the
free software tool Easy Java Simulations [21]. This virtual
laboratory presents also some limitations: 1) the view of the
simulation is only available in 2D; 2) the model of the robots
does not consider physical principles (physical interaction
with the environment); and 3) the scenarios can contain only
one type of robots. Table 1 shows the main specifications of
the robots LEGO NXT, Moway and Khepera IV.

The new platform has been designed also based
on previous experiences of the authors with remote
laboratories [22], [23]. In particular, the platform developed
here is a natural extension to complement the virtual environ-
ment developed by the authors for performing mobile robot
simulations [24]. The main purpose of this new platform is to
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TABLE 1. Main specifications between above mentioned robots.

perform more interesting and complex control experiments
based on the high quality of the sensors and actuators, and the
computational capacity of the robots including: 1) position
control; 2) trajectory tracking and path following; 3) obstacles
avoidance; and 4) multi-agent formation control with obsta-
cles avoidance.

B. EXPERIMENTAL ENVIRONMENT
The two main components of the experimental environment
are: a) the robots (see Fig. 1), which are the most important
component of the platform; and b) the arena (which is the
surface where the experiments occur).

FIGURE 1. Khepera IV robot.

Khepera IV is a wheeled mobile robot that has been
designed for indoor pedagogical purposes and it brings
numerous features, for example, a colour camera, WI-FI and
Bluetooth communications, an accelerometer, a gyroscope,
improved odometry and precision, an array of 8 infrared
sensors for obstacle detection, 5 ultrasonic sensors for long
range object detection, 2 very high quality DC motors, a bat-
tery (running time of approximately 5 hours) and a Linux
operating system core [14].

In this implementation, the robots are connected to aWI-FI
router that allows wireless communication between them and
with other components of the platform: the IPS and the Mon-
itor Module. The Linux core provides a well-known standard
C/C++ environment for application development. Almost
any existing library can be easily ported on the Khepera IV,
allowing the development of portable embedded algorithms
and applications [14].

The arena is the physical space where the experiments
with the robot occur. To build it, two tables are joined and
a wooden board is screwed to them. Then, denim fabric is
glued to the board. The fabric must be perfectly stretched to
allow the robot to move smoothly. In addition, 4 rectangular
aluminium tubes are fixed to the edge of the arena to prevent

FIGURE 2. Platform in the laboratory.

robots from leaving the workspace. Two cameras are attached
to a square arc of aluminium tubes to get an overhead view of
the workspace. Figure 2 shows a view of the laboratory and
platform.

To perform position control experiments, the absolute posi-
tion of the robot is required because the robot needs to
‘‘know’’ its current position during the experiment to perform
a control action. In physical indoor environments, it can be
difficult to obtain the position because the GPS does not work
under such conditions. That is why this kind of platforms
needs an IPS to locate the robots. The platform is divided in
three main parts: 1) The experimental environment (the robot
and the arena); 2) the positioning system; and 3) the Monitor
Module to address communications with the robots and user
interaction. The following sections describe these three main
parts of the platform in detail.

C. INDOOR POSITIONING SENSOR (IPS)
Figure 3 shows the architecture of the platform with all soft-
ware and hardware components and their interactions. Note
that the red line encloses the components of the IPS and the
green line encloses the Monitor Module.

The hardware and software components of the IPS are
the following: a) A personal computer (PC) with the Ubuntu
Linux operating system that executes the software tool related
to the IPS: SwisTrack; b) a PlayStation 3 (PS3) USB camera
(fixed to the aluminium arc described before in the experi-
mental environment) is connected via USB to the PC. The
images of this camera are processed to obtain the position of
the robot. The PC also executes theMonitorModule. This is a
software component that it is explained in the next subsection.

SwisTrack is an open source software tool developed at
the EPFL for tracking robots, animals and objects. SwisTrack
computes the absolute position and orientation of the robot by
image processing of the PS3 camera and detecting a marker
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FIGURE 3. Hardware and software components of the platform.

with a circular ‘‘barcode’’ on the top of the robot. Swistrack
requires a previous calibration stage, where the coordinates
of the image in pixels are converted to coordinates of the real
world in centimeters. This calibration is stored in an xml file
that Swistrack uses in running time to provide both, coordi-
nates in pixels of the image and coordinates in centimeters of
the real world. More details can be found in [17].

The calibration process is considered as previous work, and
it is performed by the professor and explained to students
before using the platform.

SwisTrack performs steps to process the input images. The
steps and their corresponding tasks are the following (see
Figure 4):

FIGURE 4. Swistrack steps to detect the robot.

a) Input from USB camera: It enables grabbing images
from any camera supported by OpenCV library [25].

b) Conversion to Grayscale: It converts the input frame
into a grayscale image.

c) Adaptive Background Subtraction: Before starting an
experience, Swistrack takes an image of the scenario
where the experiments take place. This image is set as
background. In this step, this background is subtracted
from the image obtained by the camera. Thismeans that

all these objects that appear in the background image
(obstacles, etc..) are ignored at run-time, and only the
new objects added to the scenario are considered.

d) Threshold (grayscale): It intends to separate the objects
to track from the background. The background will
become white and the objects to track will appear in
black.

e) Blob Detection: It detects the blob resulting from a
threshold step, and keeps the area, orientation and com-
pactness of the blob.

f) Read Circular Bar-code: It detects the ID and rotation
of a marker by reading a circular barcode around previ-
ously detected particles. The barcodes are created with
MATLAB code provided by the authors of SwisTrack.
The position (in pixels) and the uncertainty (in percent-
age) of the detection of the robot are shown in red.
Note that changing light conditions or camera noise can
produce a false detection of the robot. In this case, lights
installed on the ceiling of the laboratory are sufficient
to maintain stable conditions for the detection of the
robot.

Once the position of each robot (xc, yc, θ ) is obtained, then
SwisTrack sends it to Monitor Module as a TCP/IP server
using the port 30001 by default (labelled as 1 in Fig. 3). To do
that, SwisTrack writes the robots positions to the NMEA
(National Marine Electronics Association) streammessage to
send it to other programs. Figure 5 shows an example of these
messages for three robots.

Each line starts with $ symbol and ends with the
check-sum (two-digit HEX number obtained by xor’ing all
bytes between $ and *). The first line of the message
represents a marker of the beginning of the data frame
(STEP_START). The second line indicates the number of the
frame (FRAMENUMBER, 4210). Lines 3 to 5 contain the
positions and the orientations of the three detected robots in
this case. The values of each line are comma separated and the
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FIGURE 5. SwisTrack NMEA message.

order is the following, regarding to line three: 1) PARTICLE
to define the line as robot detected; 2) 5 is the identification of
the detected robot; 3) 518 is the value of its X coordinate in
pixels of the image; 4) 379 is the value of its Y coordinate
in pixels of the image; 5) 6.12 is the value of its orienta-
tion (theta) in radians; 6) 0.899 is the value of its X coordinate
of the real world in centimeters; 7) -0.518 is the value of
its Y coordinate of the real world in centimeters; 8) 2C
is the previous mentioned check-sum of this line. Finally,
the sixth line represents the marker of the end of the data
frame (STEP_STOP).

D. MONITOR MODULE
Monitor Module is a software component developed in
Easy Java Simulations (EJS) [26] that allows the interaction
between students and the robot. The graphical user inter-
face shows the streaming of the above-mentioned IP camera.
By clicking on the image the target point (Tp) for the position
control of the master robot can be set. Monitor Module is
also in charge of two other tasks: a) the communication with
SwisTrack via TCP/IP client at port 30001 (labelled as 2 in
Fig. 3); and b) the communication with the robots using a
wireless router via TCP/IP client through port 1291 (labelled
as 3 in Fig. 3).

The function processSwisTrack allows the communication
with SwisTrack. It obtains the position of the robot through
TCP port 30001 and builds the data packet that will be sent
to the robot. The following source code fragment shows the
implementation of this function in EJS.

The code processes the NMEA message sent by
processSwisTrack. The function checks if the message starts
with ‘‘PARTICLE’’, which means that the message contains

information about a detected robots (line 2). If so, the data
is separated by comma and stored in the array datos (line 3).
The identification code (given by the barcode) of the robot
is stored in the variable robot_code (line 4). After that,
the position and orientation of the robots are converted and
stored in x_sh, y_sh and th_sh respectively (lines 5 to 12).
This process is repeated for each line of the frame that start
with ‘‘PARTICLE’’. With all these data a packet is built
and sent to the robots using a TCP/IP communication by
broadcast. All robots receive the package with the positions
and orientations of all robots present in the arena.

FIGURE 6. Data packet structure.

Figure 6 shows the packet structure, and the sub-frame of
each robot which is as follows:

a) Byte 0 (S): Robot ID.
b) Bytes 1 and 2 (XX ): 2 bytes corresponding to the X

coordinate of the robot position (in centimeters).
c) Bytes 3 and 4 (YY ): 2 bytes corresponding to the Y

coordinate of the robot position (in centimeters).
d) Bytes 5 and 6 (θθ): 2 bytes corresponding to the robot

orientation (θ) (in degrees).
e) Bytes 7 and 8 (XX ): 2 bytes corresponding to the X

coordinate of the target point (in centimeters).
f) Bytes 9 and 10 (YY ): 2 bytes corresponding to the Y

coordinate of the target point (in centimeters).
g) Byte 11 (P): Marker of the end of the packet.

III. CONTROL EXPERIENCES WITH THE PLATFORM
In this section, the results for some experiments carried
out to test the platform are presented and discussed. The
experiments are the following: Position Control, Trajectory
Tracking, Path Following and Obstacles Avoidance.

A. ROBOT POSITION CONTROL
A simple control example has been implemented to test
the platform. This experiment is entitled position control or
point stabilization of a differential wheeled mobile robot. The
objective of the experiment is to drive the robot from the
current position C(xc, yc) and orientation of the robot with
respect to the plane XY (θ), to the target point Tp(xp, yp),
as shown in Figure 7. Note that θ = 90◦ at point C and θ = 0◦

at point Tp.
This problem has been widely studied mainly due to the

design of the control law. Under the nonholonomic con-
straints, this experiment introduces challenging control prob-
lems from an academic point of view [27]. To achieve the
control objective, the distance (d) and the angle (α) between
the points C and Tp are calculated with Equations (1) and (2).

d =
√(

yp − yc
)2
+
(
xp − xc

)2 (1)
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FIGURE 7. Position control problem.

FIGURE 8. Position control block diagram.

α = tan−1
(
yp − yc
xp − xc

)
(2)

Figure 8 shows the control block diagram of this problem.
As seen, the Controller is composed of two blocks: 1) block
Compare which implements Equations (1) and (2) by using
the target point (Tp) as reference and the current position of
the robot (C) and 2) Control Law which tries to minimize the
orientation error, θe = α− θ , and at the same-time, to reduce
the distance to the target point (d = 0) by manipulating the
control signals (linear velocity (ν) and angular velocity (ω)
of the robot).

ν =

νmax if |d | > Kr

d
(
νmax

Kr

)
if |d | ≤ Kr

(3)

ω = Kpsin (θe(t))+ Ki

∫
θe(t)dt (4)

Equations (3) and (4) represent the implementation of the
Control Law block based in [28], [29]. Where νmax is the
maximum linear velocity, Kr is the radius of a docking area
(around the target point) and the maximum angular velocity
of the robot that will be achieved at θe = ±90◦. Note that
this block can be implemented in a different way, the designer
only needs to maintain the inputs and the outputs of the block.
The following source code segment shows the implementa-
tion of the position control of the robot.

This function receives a char array titled buffer, which is
the data packet represented in Figure 6. In lines 7 to 10,

the code implements Equations 1, 2, 3 and 4 to compute
the control law. Finally, the left and right velocities of the
differential model are computed (line 13 to 14) and sent to
the motors (line 15 to 16).

FIGURE 9. Results of the position control experiment.

Figure 9 shows a plot of the control position experiment for
eight different initial positions and orientations (this example
was taken from [30]). Blue points describe the trajectory
of the robot during the experiment. Note that the red point
represents the target point at the coordinate (0;0). As can be
seen, due to the initial orientation and position of the robot,
each experiment describes a different trajectory. Figure 10
shows a sequence of images for this experiment.

B. TRAJECTORY TRACKING AND PATH
FOLLOWING EXPERIMENTS
Another two interesting experiments with mobile robots are:
a) Path Following, where the robotmust follow point by point,
a predefined geometrical trajectory that can be dynamically
generated; and b) Trajectory tracking, where the robot must
follow a trajectory but also considering the time to reach each
point of the trajectory [31].

To start with this kind of experiments we show to students
the algorithm presented in [32]. This method is a simple
approach to track trajectories by assuming that the evolution
of the system can be approximated by a linear interpolation
in each sampling time.
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FIGURE 10. Image sequence of the position control experiments.

Each iteration, the robot executes the position control prob-
lem (it goes from the ‘‘current position’’ to the ‘‘current tar-
get’’, but taking into account future posture of the robot. To do
that, it calculates auxiliary variables (

a
x,

a
y,

a
θ ) [33],

using the current posture of the robot (xn, yn, θn), the current
target (xref (n), yref (n), θref (n)), and the next target (xref (n+1),
yref (n+1), θref (n+1)) as it can be seen in equation 5, where
0 ≤ Kx ,Ky,Kθ ≤ 1.

a
x = xref (n+1) − Kx(xref (n) − xn)− xna
y = yref (n+1) − Ky(yref (n) − yn)− yna
θ = θref (n+1) − Kθ (θref (n) − θn)− θn

(5)

With these values the velocities νn and ωn of the robot are
calculated as is shown in Eq. 6.

νn =
θref (n+1) − θn

a2 + b2

(a
x

T0
a+

a
y

T0
b
)

ωn =

a
θ

T0

(6)

where T0 is the sampling time, a = sin(θref (n+1)) − sin(θn)
and b = cos(θn) − cos(θref (n+1)). More details can be found
in [33]. Note that by manipulating some of this parameters
like T0, path following experiment can be implemented.

FIGURE 11. Results of the trajectory tracking and path following
experiments.

Figure 11 shows the results of these experiments with the
Platform. The blue points represent the Lissajous trajectory

(dynamically generated), the red points represent the position
of the robot for the trajectory tracking experiment, and the
green points represent the position of the robot for the path
following experiment. Points 1, 2 and 3 have been marked to
explain the behavior of each experiment.

In both experiments, the initial position of the robot is
point 1, and the trajectory starts at point 2. As it can be seen,
in the path following experiment (green points) the robot
reaches point 2 in order to follow the desired trajectory from
its first point. After that, the robot follows the trajectory with
high accuracy. In the case of the trajectory tracking exper-
iment (red points), the robot starts following the trajectory
only after point 3. This is because, in this situation, the time to
reach each point is considered in the control law as it was said
before. Other advanced control algorithms (such as predictive
or fuzzy control) for trajectory tracking and path following
can be implemented by modifying equation 6.

C. OBSTACLES AVOIDANCE
This subsection presents another example designed to test
the platform: Obstacles Avoidance. This kind of experiment
is very popular and it can be implemented using different
strategies. The experiment consists of a scenario by which
the robot must navigate, avoiding the obstacles that it finds
in its path. For this example the navigation is based on the
previous example of position control of the robot.

In this case, due to the type of proximity sensors of the
robot, the Braitenberg algorithm has been selected [34], [35].
This algorithm creates a weighted matrix that converts
the sensor inputs into motor speeds. This matrix is a
two-dimensional array with the number of columns corre-
sponding to the number of obstacle sensors (8) and the num-
ber of rows corresponding to the number of motors (2). The
weights of the matrix are determined empirically depending
on the location of the sensors in the robot. The 8 sensors of the
Khepera IV robot were numbered clockwise beginning with
the front sensor [15].

Figure 12 shows a configuration of this experiment with
two types of obstacles: walls and cylinders. The obstacles
are represented in black and the positions of the robot are
represented in blue. The experiment begins with the robot
situated at the red star marked as START point.

As can be seen, the robot tries to reach the destination
point (marked as GOAL). The behaviour of the robot is
based on two states: 1) movement straight ahead with con-
stant speed (when no obstacles are detected); and 2) obstacle
avoidance using the Braitenberg algorithm (when obstacles
are detected). As can be seen, the robot avoids the walls in
an acceptable way. Figure 13 shows a sequence of images for
this experiment.

D. MULTI-AGENT FORMATION CONTROL WITH
OBSTACLES AVOIDANCE
This experiment is based on [36] and it consists of making
a formation in a cooperative and decentralized way (see
figure 14). In this case one robot acts as master (labeled as 1)
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FIGURE 12. Position control with obstacles avoidance experiment.

FIGURE 13. Position control with obstacles avoidance experiment.

and the rest as slaves (labeled as 2 and 3). The positions of
the slaves robots are controlled as in the previous experiment.
To make a formation, slave robots have to reach a position
around the master robot. Equation 7 shows how the velocity
of themaster robot is calculated in function of its own position
error (Epm) and the slaves errors in the formation (Ef ).

νm(t) = KpEpm(t)− Kf Ef (t) (7)

The values of Kp and Kf are manually adjusted to control
the influence of each error in the velocity of the master robot.
If Kf = 0 the errors of the slaves in the formation are not
taken into account, which means that the control is made in
a non-cooperative way. Because the master robot does not
consider the errors of the slaves. Equation 8 shows how the
formation error is calculated.

Ef (t) =
N∑
i=1

Epi (t) (8)

For the master robot, the reference is the target point (at the
left of the image) and for the slaves the target points are
their positions in the formation. They use the position of the
master to make a triangular formation around it. Both slaves
are situated at 30 centimeters from the master and 135◦ and
−135◦ behind it, respectively.

FIGURE 14. Formation control with obstacles avoidance.

Figure 14 shows the results of the implementation of
this experiment with obstacles avoidance. In this case,
the position of the master robot is represented with blue and
robots 2 and 3 with orange and brown colors. Black circles
and lines represent the obstacles and walls. The experiment
begins at the right side of the image. Once the formation is
reached, the master robot begins to move to its target point.
The formation is maintained during the movement because
the master robot takes into account the positions of the slaves
in the formation. During the maneuver, robots avoid the
obstacles that appear in their way. Figure 15 shows an images
sequence of this experiment.

FIGURE 15. Images sequence of the formation control experiment.

E. ADVANCED PROPOSED EXPERIMENTS
The platform is a ready to use tool that allows the imple-
mentation of different experiments to study some interesting
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problems of mobile robots. These experiments can include
sensing and movement tasks for a single robot or coopera-
tion in a multi-robot scenario. Some of the experiments that
could be implemented with the developed platform are the
following:
• Obstacle avoidance: Using the proximity sensors and
their location on the robot, other algorithms of obstacle
detection and avoidance can be implemented [37]–[39]
and [40].

• Occupancy Grid Mapping: Using the proximity sensors
of the robot, an occupancy grid of the environment can
be built and stored in memory. This experiment can be
implemented using the position control experiment as a
basis or with odometry using the encoders of the robot
to know its position during the navigation.

• Pursuer-Evader Games: In this type of problem,
the robots compete with each other to pursue their own
objectives like in [41].

• SLAM (Simultaneous Localization and Mapping): This
type of experiment also can be implemented in the plat-
form like in [42].

IV. USING THE PLATFORM TO TEACH
CONTROL ENGINEERING
In this section, the methodology for using the platform in
the lab is described in detail. Learning experiences of the
students with this platform and other similar laboratories are
also provided.

A. METHODOLOGY FOR PERFORMING
LABORATORY PRACTICES
Laboratory practices have been used for several years in
automatic control courses at our University. The educa-
tional methodology of current laboratories can be defined as
follows:

a) Homework tasks: In this stage, students must do indi-
vidual study of the theoretical aspects related to the
experiments that they will perform in the laboratory.
The study is guided by three main elements: 1) doc-
umentation of the practice using tree documents to
support the study; 2) a simulation of the system; and
3) a bibliography related to the experiments.

b) Laboratory Session: After working at home with the
documentation, the bibliography and the simulation,
students must attend to the laboratory to perform the
practice with the platform.

At the end of the process, students make and submit the
report containing the results and conclusions. This report
is evaluated by the professor. The results of the laboratory
practice and the final test score determine whether students
pass the course.

Figure 16 shows the time-line of the process with the
Platform. At the beginning of the first week, the professor
explains in class the tasks to the students and give them
the instructions and the library to carry out the simulation
of the system. During the first week, students make the

FIGURE 16. Time-line of the process.

home-work tasks and they can consult all the doubts to the
professor. At the beginning of the second week, students
show to the professor their home-works. Then, students that
obtained good results (G1) can start to use the Platform at
the laboratory. In contrast, students who did not get good
results (G2) have another week to finish the tasks and deliver
the laboratory report. At the end of the second week, students
of G1 can deliver their results to the professor. If some
students of G1 do not finish the laboratory work during that
week, they can use the platform during the next week until
finish the work. Students of G2 start to use the Platform at the
end of the second week. The entire process for both groups
must finish at the end of the third week. The teacher can
manage the times according to the progress of the students.

B. HOME-WORK TASKS
The individual study of the system is based on the bibli-
ography and the provided material, which consists of three
documents:

a) Practice Guide: This document is a guide that contains
the theoretical aspects of the laboratory. This docu-
ment is structured as follows: Introduction; Objective
of the practice; Description of the system; Mathemat-
ical model of the robot (differential wheeled mobile
robot); Experiments (Position control, Formation con-
trol and Obstacle avoidance); Tasks to carry out; and
References.

b) Tasks Protocol: This document contains detailed steps
for performing each experiment of the practice.

c) Applications Interfaces: This document contains a
detailed explanation of the interfaces of the software
applications involved in the practice.

To perform the experiments in simulation time, students
use the library of the robot developed for V-REP software
and presented in [15], [24], [43]. Figure 17 shows the library
running an experiment of comparison between two obstacles
avoidance algorithms (Braitenberg and VFH).

To use this example, the students load a predefined simu-
lation in V-REP (a *.ttt file) where the robot and some other
elements (such as targets and obstacles) are included. This
file has everything needed to run the simulation, except the
code segment in which the control algorithm is implemented.
Thus, the students should complete this part to execute the
position control experiment successfully. Note that to ease
this task the target point P(Xp; Yp) and the position of the
robot (Xr ; Yr ) (the inputs of the algorithm) should be set in
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FIGURE 17. Khepera IV library in V-REP. Images sequence of using the
library with two different obstacle avoidance algorithms.

the code beforehand to compute the control law. Note also
that the algorithm should provide the control law through
the linear (v) and angular (ω) velocities, which are used to
calculate the differential velocities of each wheel. Finally,
note that the students can access to the complete functionality
of the simulation (over 500 V-REP API methods) to generate
a final report with analyses and plots of all variables from the
sensors and actuators of the Khepera IV robot.

C. LABORATORY SESSION
With the previous work finished, the students come to the lab-
oratory to perform the practice. During the practical session
in the laboratory the following steps are carried out:

a) Professor checks the home-work tasks of each student
(because this is an essential prerequisite to perform the
practice at the real laboratory).

b) At the beginning of the practice, the professor explains
the technical details of the platform (communications
and the Indoor Positioning Sensor). The professor then
shows to the students how the robot is programmed
(using a basic example for position control).

c) Under the supervision of the professor, students must
implement their own algorithm in the robot.

d) Students perform the experiment with the designed
controller.

e) Students evaluate the quality of their results.
f) If the results are not satisfactory, students can improve

the control algorithm under the supervision of the pro-
fessor. This process can be repeated until they obtain
the expected results, which is why it is very important
for students to successfully complete the home-work
before facing the real laboratory.

g) If the results are as expected, they collect the data for
the final report.

FIGURE 18. Flow diagram of a laboratory session.

h) Students do the report with the results from the simula-
tion and the platform. Students must analyze the results
and provide some conclusions.

i) The professor evaluates the student reports.
Figure 18 shows the flow diagram of the process that is

performed in a laboratory session.

D. LABORATORY REPORT
The laboratory report must be written by students based on
a provided template. The template described in [44], [45]
and [46] is organized as follows:

a) Title: Laboratory practice of mobile robots control.
b) Abstract: The abstract presents a synopsis of the Labo-

ratory session: previous work, experiments and results.
c) Introduction: The introduction must present the objec-

tives of the laboratory, the importance of the experi-
ments and the background of the theoretical aspects
related to the experiences developed using the simula-
tion and the laboratory session. A hint for the students
can be based on the following question: How did you
study the problem?

d) Procedures or Methods: This section must describe the
steps performed to develop the experiments. Addition-
ally, the practical problems faced with real robots and
their solutions. This part of the report can be based on,
for example, the following questions: How did you use
the platform? How did you proceed with the platform?

e) Results and Discussion: The presentation and the dis-
cussion of the results are the most important parts of
the report. Students should emphasize the quality of
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their results. For example, if the robot reaches the target
point with an appropriate speed.

f) Conclusions: In the conclusion, students must do a
global analysis of the experiment with the expected
and obtained results. Additionally, a description of the
reached and unreached objectives based on the results.

g) Appendices: In the appendix, students can present
some figures and tables to support their results.

E. EDUCATIONAL EVALUATION OF THE PLATFORM
In order to evaluate the Platform based on the feedback
from students, we designed a questionnaire following the
same methodology of [47] and [48]. Although we have not
conducted a systematic evaluation of the Platform, 3 groups
of 5 students were asked for the evaluation. The questions
were grouped in three main aspects:
• Learning Value summarizes their perceptions of how
effectively the Platform helps them learn the relevant
contents of mobile robots control.

• Usability focuses on students’ opinions of the easy-to-
use of the Platform to carry out experiments with mobile
robots.

• Technology assesses students’ perceptions of how well
the Platform functioned technically and about the
robustness of the system.

Regarding the Learning Value, the majority of students
positively evaluate the fact of facing first to simulation and
after that, work with real robots. Because simulation makes it
possible to become familiar with themobile robots and under-
stand some important concepts (model, behavior, control,
etc.). While the experimental environment allows to face real
life problems that are not present in simulation time (battery
charge level, friction of the wheels with the surface, noises
in the images of the camera, communications losses, etc.
In general, they see this Platform as an attractive environment
to learn mobile robots control in a different way, where they
can combine the theory with the practice.

With respect to the Usability, most students agree that the
Platform is very easy-to-use. Due to the supporting software
are easy to learn and use. The programming andmanipulation
of the robots are not complex. The instructions are adequate
and they are easy to follow. The control laws can be easy
tested and improved. Some students pointed out that since
they were not familiar with the Ubuntu operating system,
it cost them a little more. But that this did not mean a
limitation in the usability of the Platform.

Regarding Technology, most students appreciated the fact
that they did not have to deal with the communications
between robots, noises and battery discharges. Nearly all said
they found the hardware and software robust enough to carry
out the mobile robot control experiences without additional
problems.

V. CONCLUSION
This paper presents a pedagogical platform for perform-
ing hands-on experiments with advanced mobile robots.

The experimental environment uses the Khepera IV robot
and a vision-based positioning sensor to perform multi-agent
control problems.

The platform is an easy-to-use environment that allows
students to quickly perform several control experiments with
mobile robots. The main goal of the platform is to help
students of control engineering to understand control theory
concepts in an attractive and encouraging environment. There
are many technical issues that need to be solved before using
the laboratory in order to conceal many irrelevant details
(communications, programming, etc).

The experimental set up can be easily updated by users to
test different control strategies or to modify the parameters
of predefined control algorithms. All data of each experiment
are recorded to facilitate the drafting of student reports.

The Indoor Positioning Sensor (IPS) captures an overhead
image of the workspace to detect the robots. To this end,
the system processes the image to look for a circular bar-
code, which is located on the top of each Khepera, to get
the position and orientation of a robot in the workspace.
This information is then sent out to the Khepera, which will
compute the control action to reach a desired target.

To test the platform some experiments have been designed
and developed, for example, position control, tracking con-
trol, path following and multi-agent formation control with
obstacle avoidance. The first control problem simply requires
moving a robot to a position target. The tracking control
problem implies that the robot should follow a predefined
trajectory. Similar to this latter problem, the path following
requires that the robot follows a route and reach each point
of the trajectory at a desired time. The multi-agent with
obstacle avoidance problem allows a group of robots to evade
obstacles distributed on the arena using its ultrasonic and
infrared built-in sensors but keeping the formation control
during all the trajectory. All these experiments can be used
by the students to develop their own control algorithms.

This paper also presents a guide to using the platform in the
laboratory to teach control engineering. The guide is divided
in two main parts: previous work developed by students at
home, and a laboratory session performed by students at the
university under the supervision of the instructor.

Future works involve adding new features and experi-
ments to the platform such as, augmented reality, the use
of the on-board camera of the Khepera robot to per-
form obstacle avoidance control strategies, mapping tasks,
pursuer-evader games, and SLAM (Simultaneous Localiza-
tion and Mapping).
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