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ABSTRACT Knapsack problem is a famous NP-complete problem, which is believed to be difficult to be
solved even by a quantum computer. Hence, this type of cryptosystem is a good candidate for post-quantum
cryptography. Recently, many new knapsack-based cryptosystems were proposed. The basic operations of
all these cryptosystems are superincreasing sequences and modular multiplications, which is the same as the
basic Merkle–Hellman cryptosystem. In this paper, we revisit and present an improved version of Shamir’s
attack on the basic Merkle–Hellman cryptosystem, this new idea would be helpful to estimate the security of
the new knapsack-based cryptosystems. The main tool of our attack is the orthogonal lattice technique. More
precisely, we first obtain a sublattice containing the private key vector by calculating the orthogonal lattice
of the public key vector. Combining with the necessary conditions of the equivalent keys, we can easily
recover several groups of equivalent keys. The time complexity of our new attack is lower than Shamir’s.
The feasibility of our attack is validated by the experimental data.

INDEX TERMS LLL algorithm, Merkle-Hellman knapsack cryptosystem, orthogonal lattice, post-quantum
cryptography, public-key cryptosystem.

I. INTRODUCTION
In 1978, Merkle and Hellman proposed the first public
key cryptosystem based on the knapsack problem [1]. The
basic scheme proposed by Merkle and Hellman was based
on superincreasing sequences and modular multiplications.
In 1982, Shamir [2] proposed a polynomial time algorithm
to break the basic Merkle-Hellman cryptosystem. This attack
relied on the fact that the modular multiplication method
does not disguise completely the easy knapsack which is the
basis of the construction. For the general knapsack problem,
the low-density attack was proposed [3], [4], which did not
assume any particular structure in the knapsack. It is well
known that knapsack problem is NP-complete, and accord-
ingly it is considered to be quite hard in the worst case
even by a quantum computer. In 2016, NIST announced the
post-quantum standardization process to look towards stan-
dardization of post-quantum cryptography. Knapsack-based
cryptosystem can be a good candidate for post-quantum
cryptography. In recent years, new kinds of knapsack-based
cryptosystems have been proposed [11]–[13]. In this paper,
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we revisit Shamir’s attack on the basic Merkle-Hellman
cryptosystem and present an improved one. This new idea
would be helpful in the design of the new knapsack-based
cryptosystems.

Lattices are classical objects of number theory, which have
many applications in mathematics and computer science.
A lattice L is a discrete subgroup of Rm and is the set
L(b1, . . . ,bn) of all integral linear combinations of bi. In this
paper, we present a new attack on the Merkle-Hellman cryp-
tosystem using the lattice theory. More precisely, our attack
is based on the orthogonal lattice technique [5]. Considering
the natural linear relationships between the secret key vector
and the public key vector for knapsack-based cryptosystems,
we have presented an equivalent key attack against a knap-
sack public-key cryptosystem [14]. For the Merkle-Hellman
cryptosystem, we can obtain a sublattice which contains the
secret key vector by calculating the orthogonal latticeL of the
public key vector. Notice that the dimension of L is only 2,
one can easily recover the coefficients of the secret key in L
by considering the necessary conditions of the equivalent
key. Under Lagarias’ analysis [6], the time complexity of
Shamir’s algorithm is O(ng+10L logL), which g is the num-
ber of variables during solving the integer program and L
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is the input length. The most time-consuming part of our
attack is calculating the orthogonal lattice L of the public
key vector by using the classical LLL algorithm [7]. The time
complexity is O(n6L3), which can be reduced further if one
invoking the L2 algorithm [8]. In the basic Merkel-Hellman
cryptosystem, taking g = 5,L = O(n), our method obtains
a O(n7) speed-up compared with Shamir’s algorithm if one
only invoke the classical LLL algorithm.

It is worth mentioning that we also present a clever idea
to improve the core step of the original Shamir’s attack.
In Shamir’s attack, the core step is to recover a intermediate
parameter by solving O(2n log2 n) times integer program-
ming with g variables, the time complexity of solving the
integer programming is O(g9gL logL) [9], [10]. In this paper,
we first propose a method to generate a lattice with small
dimension, and one can recover this intermediate param-
eter by invoking the lattice reduction algorithm, which is
much efficient than Shamir’s attack. One can obtain a minor
improvement of Shamir’s attack by only taking replace of the
core step by our method.

We organized the paper as follows. Section 2 shows some
backgrounds about lattices and briefly introduces Merkle-
Hellman cryptosystem. In Section 3, we present the new
attack to recover the equivalent private keys. And we provide
the experimental data of our attack. Finally, we conclude the
paper in Section 4.

II. PRELIMINARY
A. LATTICE
LetRm be them-dimensional Euclidean space. A latticeL is a
discrete subgroup ofRm: there exist n(≤ m) linearly indepen-
dent vectors b1, . . . ,bn ∈ Rm s.t. L is the set L(b1, . . . ,bn)
of all integral linear combinations of bi,

L(b1, . . . ,bn) =
{

n∑
i=1

xibi : xi ∈ Z

}
.

Then the matrix B = (b1, . . . ,bn) is called a basis of L and
n is the rank (or dimension) of L. The (co-)volume of L is
vol(L) =

√
det(BTB) for any basis B ofL, where BT denotes

B’s transpose. If B is square, then vol(L) = | detB|, and if B
is further triangular, then vol(L) is simply the product of the
diagonal entries of B in absolute value.
Definition 1 (Successive minima): Given a lattice L with

rank n, the i-th minima λi(L) is the radius of the smallest
sphere centered in the origin containing i linearly independent
lattice vectors, i.e., λi(L) = inf{r : dim(span(L ∩ Bn(r))) ≥
i}, where Bn(r) represents the n-dimension ball centered at
the origin with radius r .
A non-zero vector with the smallest Euclidean norm in

a lattice L is called a shortest vector of L. The length of
a shortest vector is λi(L), λi(L) = min

v∈L\{0}
‖ v ‖. The

Shortest Vector Problem(SVP) is a famous computational
hard problem in lattice theory.

Definition 2 (SVP): Given a basis of a latticeL, find a non-
zero vector u ∈ L, such that ‖ u ‖≤‖ v ‖ for any vector
v ∈ L \ {0}.
To find a short vector in a given lattice, the first polynomial

algorithm is the celebrated LLL algorithm [7]: given a basis
(b1, . . . ,bn) of an integer lattice L ⊆ Zm, LLL algorithm
outputs a non-zero Ev ∈ L s.t. ‖Ev‖ ≤ 2

n−1
2 λ1 in timeO(n5 mb3)

(resp. n3 mbÕ(n)Õ(b)) without (resp. with) fast integer arith-
metic, where b = max1≤i≤n log ‖bi‖: strictly speaking, this
vector is actually the first vector of the basis outputted by the
algorithm.
Proposition 1: Let (b1, . . . ,bn) be an LLL-reduced basis

of a lattice L. Then :

1) vol(L) ≤
∏n

i=1 ‖bi‖ ≤ 2
n(n−1)

4 vol(L).
2) ‖b1‖ ≤ 2

n−1
4 (vol(L))

1
n .

3) ∀1 ≤ i ≤ n, ‖bi‖ ≤ 2
n−1
2 λi(L).

In this paper, we mostly use the following properties of
orthogonal lattice [5].
Definition 3 (Orthogonal Lattice L⊥): Given a lattice

L ⊆ Zm. All bases of L span the same subspace of Qm,
which we denote by E. Let F = E⊥ be the orthogonal vector
subspace with respect to the inner product. We define the
orthogonal lattice to beL⊥ = F∩Zm. i.e.L⊥ = {v ∈ Zm|u ∈
L, < u, v >= 0}.
Proposition 2: A lattice L ⊆ Zm, then rank(L) +

rank(L⊥) = m.
Theorem 1: [5] Given a basis (b1,b2, . . . ,bn) of a lattice

L in Zm, there is a deterministic polynomial time algorithm
with respect to the space dimension m, the lattice dimension
n and any upper bound of the bit-length of the ‖bj‖’s which
computes an LLL-reduced basis of L⊥.

We propose the algorithm(Algorithm 1) [5] to compute the
LLL-reduced basis of L⊥, and we use column representation
for matrices in this algorithm. The core of this algorithm is
choosing a suitable g to make sure the first k coordinates
of the first n − k vectors of the LLL-reduced basis are 0.
Therefore, the last n coordinates of the first n − k vectors of
the LLL-reduced basis would construct the orthogonal lattice.
For more details, please refer to [5].

B. BRIEF INTRODUCTION TO THE BASIC MH
CRYPTOSYSTEM
Here we introduce the knapsack cryptosystem created by
Merkle and Hellman in 1978 [1]. Without loss of generality,
we set the upper bound of the bit length of s1 as N .

Key generation:

1) Set N = 100. Create a superincreasing integer
sequence s = (s1, . . . , sn)T . For all i = 1, . . . , n, si
is chosen uniformly from the range [(2i−1−1)∗2100+
1, 2i−1 ∗ 2100].

2) The modulus m is chosen uniformly from [2201 +
1, 2202−1]. Andw′ is chosen uniformly from [2,m−2]
then divided by the greatest common divisor of w′ and
m to yield w.
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Algorithm 1 Orthogonal Lattice L⊥

Input:A basis (b1,b2, . . . ,bk ) of a lattice L in Zn.
Output:The basis (y1, y2, . . . , yn−k ) of L⊥

1) Select g = d2
n−1
2 +

(n−k)(n−k−1)
4

k∏
j=1
‖bk‖e.

2) Compute the (n+ k)× n integral matrix B̃.

B̃ =



g× b1,1 g× b1,2 . . . g× b1,n
g× b2,1 g× b2,2 . . . g× b2,n

...
...

. . .
...

g× bk,1 g× bk,2 . . . g× bk,n
1 0 . . . 0

0 1
. . .

...
...

...
. . . 0

0 0 . . . 1


(1)

3) Compute an LLL-reduced basis (x1, x2, . . . , xn) of
the lattice spanned by B̃.

4) Output an LLL-reduced basis of L⊥, yj ∈ Zn, yj is
the vector of the last n coordinates of xj, 1 ≤ j ≤
n− k .

3) Compute the trapdoor knapsack vector a =

(a1, . . . , an)T , where ai = w ∗ si mod m, for i =
1, . . . , n.

4) Secret key: s1, s2, . . . , sn,m,w. Public key: a1, a2, . . . ,
an.

Encryption:
1) Messages are encrypted by first being broken into

blocks (x1, . . . , xn) of n binary digits, xi ∈ {0, 1}, i =
1, . . . , n.

2) Compute the ciphertext C =
n∑
i=1

aixi.

Decryption:

1) Define C ′ as C ′ =
n∑
i=1

sixi. Compute C ′ = w−1C

mod m, where w−1 is the inverse element of w with the
modulus m.

2) The plaintext x1, . . . , xn can be recovered by C ′ =
n∑
i=1

sixi, because s is a superincreasing sequence.

C. THE RATIONALE OF SHAMIR’ ATTACK
In 1982, Shamir developed a polynomial time attack to the
basicMerkel-Hellman cryptosystem [2].We omit the specific
algorithm here for brevity. The rationale for the algorithm
which was elaborated in [6] is as follows.

From the key generation algorithm, we have si = w−1ai
mod m, which is equivalent to the equality

si
mai
=
w−1

m
−
ki
ai
.

for non-negative integer ki, i = 1, . . . , n.

By explicit calculation, we obtain

|k1ai − kia1| ≤ 2−n+gm, for 1 ≤ i ≤ g. (2)

Note that the bit lengths of ki and ai are about 2N bit, and
the bit length of the right part of this equation is about N + g
bit. That is a very ‘‘unusual’’ phenomena. Shamir [2] proved
that one can recover each possible solutions of Equation (2)
by solving at most O(2n log2 n) integer programmings. This
is the core step in Shamir’s attack. The time complexity of
solving the integer programming is O(g9gL logL) [9], [10].
Because the number of the variables in the integer program-
ming is a constant integer g, the time complexity of solving
the integer programming is polynomial.

For all possible solutions (x(i)1 , . . . , x
(i)
g ) of the integer pro-

gramming with x(i)1 = k1. We have

0 ≤
w−1

m
−
k1
a1
≤

n2

2nm
.

Examine the n7 rationals
w−1j
mj
=

x(i)1
a1
+

j
n72nm

, 1 ≤ j ≤ n7,
in this case

|
w−1j
mj
−
k1
ai
| ≤

1
n52nm

.

Set (w−1∗,m∗) equal to (w−1j ,mj). Define λ, ε by m∗ =
λm,w−1∗ = λ(w−1 + ε), |ε| ≤ n−52−n. It turns out that
s∗i = si + εai will be a superincreasing sequence for ‘‘almost
all’’ superincreasing sequences and hence (w−1∗,m∗) will
then be the desired decryption pair.

Therefore, the time complexity of Shamir’s attack is
O(ng+10L logL) [2], [6], which g is the number of variables
during solving the integer program and L is the input length.

III. CRYPTANALYSIS
A. OBSERVATION OF SHORT VECTORS
Note that ai = w ∗ si mod m, i = 1, . . . , n, we have si =
w−1 ∗ ai mod m, i = 1, . . . , n. Let ki ∈ Z be the quotient
such that si = w−1ai + mki. The equations imply that

s1a2 − s2a1
m

= k1a2 − k2a1 (3)

s1ai − sia1
m

= k1ai − kia1. (4)

Take N = 100. Consider the bit length of the first few inte-
gers of the sequence si, which is less than 99+ i, it is far less
than the bit length of ai, which is about 200. We try to recover
the first five integers s1ai−sia1

m , i = 2, . . . , 6. By the right part
of the above equations, we define b1 = (a2, . . . , a6)T ,b2 =
(−a1, . . . , 0)T , . . . ,b6 = (0, . . . ,−a1)T . Then we apply
LLL algorithm on the lattice L(b1, . . . ,b6).

a2 −a1 · · · 0
a3 0 · · · 0
...

...
. . .

...

a6 0 · · · −a1

 LLL
−−→


0 d1 · · ·
0 d2 · · ·
...
...
. . .

0 d5 · · ·


59390 VOLUME 7, 2019
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Obviously, b1, . . . ,b6 is not a basis of the lattice
and we can get the first short vector of the out-
put of LLL algorithm is a zero vector. Heuristically,
the second short vector of the output is the vector
( s1a2−s2a1m ,

s1a3−s3a1
m , s1a4−s4a1m ,

s1a5−s5a1
m ,

s1a6−s6a1
m ), and the

other four vectors are much longer than the second one. The
experiment results confirmed our assumption. And we note
that the short vector is (d1, . . . , d5)T . Then we have

s1ai+1 − si+1a1 = dim, i = 1, . . . , 5. (5)

Remark 1: In most cases, the second short vector is
(−d1, . . . ,−d5)T . We can get the transformation matrix of
LLL algorithm and one of ki or−ki must appear in the matrix.
Bacause ki > 0, we can determine which one of ki and −ki
appears. So we can get the right vector (d1, . . . , d5)T through
the output as well as k1, . . . , k6.
Remark 2: In Shamir’s attack, the core step is recovering

the k1 by solving O(2n log2 n) times integer programming
with g variables, which is super-exponential of g. In this
subsection, we can recover k1 by invoking LLL algorithm.
Note that the dimension of the lattice is very small, the time
complexity is negligible. In this point of view, we obtain a
minor improvement of Shamir’s attack by only taking replace
of the core step by our method.

B. COMPUTE THE ORTHOGONAL LATTICE
Consider that ai = wsi mod m for i = 1, . . . , n. Let
hi ∈ Z be the quotient such that ai = wsi + mhi. Let
a = (a1, . . . , an)T , s = (s1, . . . , sn)T ,h = (h1, . . . , hn)T ,
we have

a = ws+ mh (6)

Let t be a vector in L⊥(a), then we have w < s, t > +m <

h, t >=< a, t >= 0. In this subsection, we will show
that if < a, t >= 0, then ‖t‖ will be relatively longer in
L⊥(a) or orthogonal to the vectors s,h.
Constructing a lattice

L1 = {t ∈ L⊥(a)| < s, t >= 0}.

Theorem 2: There exists a vector t0 ∈ L⊥(a), such that
< s, t0 > 6= 0, then L⊥(a) = L1 ⊕ L(t0).
Proof : Because gcd(m,w) = 1, we have m| < s, t >.
We can take t1 ∈ L⊥(a), < s, t1 >= b1m, b1 ∈ Z, b1 6= 0.
If ∃t2 ∈ L⊥(a), < s, t2 >= b2m, there greatest common
divisor gcd(|b1|, |b2|) = 1. Set b0 = 1. Else if ∀t ∈
L⊥(a), < s, t >= bm, we get that gcd(|b1|, |b|) 6= 1.
In this case, because |b1| has limited divisors, note that
b0 = min

b
{gcd(|b1|, |b|)}. After computing b0 by Euclidean

algorithm, we can get t0 such that t0 ∈ L⊥(a), < s, t0 >=
b0m, b0 6= 0.
Now we only need to prove that L⊥(a) = L1 ⊕ L(t0).

Obviously, L1 = {t ∈ L⊥(a)| < s, t >= 0} is a sublattice of
L⊥(a). The basis ofL1 can be extended to the basis ofL⊥(a).

∀t ∈ L⊥(a), t /∈ L1, we know < s, t > 6= 0. Note that
< s, t >= bm. We have < s, b0t >=< s, bt0 >, b0t− bt0 ∈
L1. If b0 = 1, t − bt0 ∈ L1. If b0 6= 1, we can prove that
gcd(b0, |b|) = b0. Because it is contradictory to the definition
of b0 = min

b
{gcd(|b1|, |b|)} if gcd(b0, |b|) 6= b0. In this case,

t− b
b0
t0 ∈ L1,

b
b0
∈ Z.

To summarise, ∀t ∈ L⊥(a), t /∈ L1, we can get t− b
b0
t0 ∈

L1,
b
b0
∈ Z. That is, ∀t ∈ L⊥(a), t ∈ L1 ⊕ L(t0). On the

other hand, ∀t ∈ L1 ⊕ L(t0), we can get t ∈ L⊥(a) directly
becauseL1 ⊂ L⊥(a) and t0 ∈ L⊥(a). In sum, we have proved
that L⊥(a) = L1 ⊕ L(t0). �
We compute the LLL-reduced basis of L⊥(a) by

Algorithm 1 and note the basis as (t1, . . . , tn−1). Rearrange
these n − 1 vectors t1, . . . , tn−1 in ascending order of
their lengths, we know that only one vector of the basis
satisfy < s, t >6= 0 according to Theorem 2. Now we claim
that < s, tn−1 > 6= 0.
Remark 3: Let aj = (a1, . . . , aj)T , sj = (s1, . . . , sj)T , j =

n, . . . , n0, take n0 = b n2c. We know Theorem 2 still holds
for all aj, sj. If ‖tj‖ ≤ 2n−j+1, | < sj, tj > | ≤ ‖sj‖‖tj‖ <
2N+j2n−j+1 < m, < sj, tj >= 0. Because < sj, t0j > 6= 0,
we have ‖tj0‖ > 2n−j+1. From experiment results, we know
that when n = 100,N = 100, the bit length of ‖tji‖, i 6=
j− 1 in each basis is about 5. When j < n− 4, we can easily
distinguish tj0 from tji. That is, ‖t

j
j−1‖ � ‖t

j
i‖, i 6= j−1, tjj−1 =

tj0. When j ≥ n − 4, the bit length of ‖tjj−1‖ is only a little
longer than others. In this case, we need to consider other
properties rather that the bit lengths of the norms.

Particularly, when |tn| ≤ 4, |sntn| ≤ 2n+N+1 < m.
And we claim that under stochastic assumption the output of
LLL-reduced basis have the property that the bit lengths of
ti are almost equal. That is, when |tn| ≤ 4, | < s, t > | ≈
|sntn| < m. The experiment data show that |tn−1,n| > 4 and
|ti,n| ≤ 4, i = 1, . . . , n − 2. Then from Theorem 2, we can
get < s, t0 >6= 0, then tn−1 = t0, < s, tn−1 > 6= 0.

It is easy to compute a LLL-reduced basis (u, v) of L⊥1 =
L⊥(t1, . . . , tn−2) by using Algorithm 1 one more time.
According to Theorem 2 and tn−1 = t0, we confirm that

< s, ti >= 0, < h, ti >= 0, i = 1, . . . , n− 2, s,h ∈ L⊥1 .
So the (equivalent) private keys s satisfy the following

equations

s = xu+ yv, (7)

h = x ′u+ y′v, (8)

where x, y, x ′, y′ ∈ Z.

C. RECOVER THE EQUIVALENT PRIVATE KEYS
The decryption of the scheme implies that

w−1C = w−1
n∑
i=1

aixi mod m

=

n∑
i=1

sixi mod m.
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So the foremost condition to guarantee the decryption suc-
cessfully is that s1, s2, . . . , sn is a positive superincreasing

sequence and
n∑
i=1

sixi mod m =
n∑
i=1

sixi, i.e. m >
n∑
i=1

si.

In conclusion, to recover the a group of equivalent private
keys s1, s2, . . . , sn,m,w, we only need to find out the keys
which satisfy these conditions as follows:

1) ai = wsi mod m, for i = 1, 2, . . . , n.

2) gcd(m,w) = 1 and m >
n∑
i=1

si.

3) s1, s2, . . . , sn is a positive superincreasing sequence.
Consider Equation (7), the third condition can be translated

into computing a narrow feasible region between a group of
extremely close values for x, y. That is,

s1 > 0

s2 > s1

si >
i−1∑
j=1

sj, i = 2, . . . , n

⇓

u1x + v1y > 0 (9)

(v2 − v1)y > (u1 − u2)x

(vi −
i−1∑
j=1

vj)y > (
i−1∑
j=1

uj − ui)x. (10)

We combine Equation (7) with Equation (5) and take i = 1,
then we can get

(u1a2 − u2a1)x + (v1a2 − v2a1)y = d1m. (11)

From this equation, the latter part of the second condition can
be added to restrict the feasible region as well.

(u1a2 − u2a1)x + (v1a2−v2a1)y
d1

>

n∑
j=1

ujx +
n∑
j=1

vjy. (12)

To find the reasonable coefficients x, y, We need to com-
pute the feasible region defined by the inequations (Equa-
tion (9), Equation (10),Equation (12)). Note that these inequa-
tions only have two variables and the straight lines all pass
through the origin. The feasible region is just a region
between two straight lines which pass through the origin.
Actually, we only need to compute all the slopes y

x , and select
the closest pair of slopes which have different direction. Then
these two lines form a narrow feasible region and the direction
of each line is determined by the coefficient of x.

After computing the feasible region for x, y, for each fea-
sible pair of x, y, we can recover m by Equation (11) and get
w−1 = s1−mk1

a1
. In most cases, m,w−1 ∈ Z. If m,w−1 /∈ Z,

we can get m,w−1 ∈ Z through multiplying x, y by the same
factor.
Remark 4: Equation (7) and Equation (5) can generate 5

equations. But no matter we take i = 2, . . . , 5, the equation
is a scalar multiple of Equation (11). We can not get x, y,m
by solving linear equations directly.

We must examine that gcd(m,w−1) = 1. Actually, that
means ∀i, ai and m don’t have any common factor which
is larger than 1 from Equation (6). We know the public
key ai would be indistinguishable from uniformly distributed
sequence. So the greatest common factor of a1, . . . , an
and m should be quite small. From experiment data, more
than one-fifth of the pairs (m,w−1) meet the condition
gcd(m,w−1) = 1.
Till now, we recover more than one group of equivalent

private keys s1, s2, . . . , sn,m,w which satisfy all the three
conditions.

D. OUR ATTACK AND COMPLEXITY
Here we formalize the complete algorithm to attack the basic
Merkle-Hellman knapsack cryptosystem (Algorithm 2).

Algorithm 2 The New Attack

Input: Public key a1, a2, . . . , an.
Output: Groups of equivalent private keys
s1, s2, . . . , sn,m,w.

1) Note that s1 = w−1a1 + mk1. Define b1 =

(a2, . . . , a6)T ,b2 = (−a1, . . . , 0)T , . . . ,b6 =

(0, . . . ,−a1)T . Apply LLL algorithm on the lattice
L(b1, . . . ,b6). Remove the zero vector and get the
short vector (d1, . . . , d5)T as well as k1. We have
s1a2 − s2a1 = d1m.

2) Let a = (a1, . . . , an)T , s = (s1, . . . , sn)T . Using Algo-
rithm 1, compute the orthogonal lattice L⊥(a) =
L(t1, t2, . . . , tn−1).

3) Using Algorithm 1, compute L⊥1 as the orthogonal
lattice of L1 = L(t1, t2, . . . , tn−2), denote L⊥1 =
L(u, v).

4) Set s = xu + yv. Get the feasible region for x, y by
the inequations (Equation (9), Equation (10),Equa-
tion (12)).

5) Calculatem = (u1a2−u2a1)x/d1+(v1a2−v2a1)y/d1,
and w−1 = (s1 − mk1)/a1.
If gcd(m,w−1) = 1, then calculate w =

InvMod(w−1,m).
Else choose another x, y from the feasible region.

6) Calculate s = xu + yv, then s1, s2, . . . , sn,m,w is a
group of equivalent private keys.

From Algorithm 2, the main time-consuming part is cal-
culating the orthogonal lattice of a. The time complexity of
LLL algorithm is O(n6L3) if we invoke the classical LLL
algorithm [7], where L is the input length. If we use L2 algo-
rithm [8], the complexity can be reduced to O(n5(n + L)L).
As we know, the time complexity of Shamir’s algorithm is
O(ng+10L logL). In the basic Merkel-Hellman cryotosystem,
taking g = 5,L = n + N = 2n, our method obtains a
O(n7) speed-up compared with Shamir’s algorithm if we only
invoke the classical LLL algorithm.
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TABLE 1. Experiment results.

E. EXPERIMENT RESULTS
In our experiment, we use Shoups NTL library [15] and
need to invoke LLL algorithm three times. We use Inter(R)
Xeon(R) CPU E5620@2.40GHz with 4 cores in the whole
process.

We claim in the subsection 3.1 that the elements of the short
vector is equal to s1ai−sia1

m , i = 2, . . . , 6 and in the subsec-
tion 3.2 that tn−1 = t0. Experiment results shows that our
assumption is reasonable because step 1 and step 3 fails with a
negligible probability. In the subsection 3.3, we have to make
sure that gcd(m,w−1) = 1 in Algorithm 4. More than one-
fifth of the output m,w−1 during the operation of procedure
satisfy this condition. In particular, all ofm,w−1 are integers.
So the experimental data validate our assumptions and our
algorithm is feasible and efficient.

We take N , n = 50, 100 in the experiments. Experiment
results are presented in Table 1. Running times are given
in seconds.

As we analysis in the subsection 3.4, the main part of the
computational complexity of our attack is O(n6L3) in step 2.
The operational time of other steps is negligible compare
with the operational time of step 2. The performance of
step 5 which we search for proper x, y is even better than
our estimation. The data of the running time in Table 1 con-
firm the estimation for the computational complexity of our
algorithm.

From Remark 3, if we take n0 = b n2c or even more
small, Theorem 2 still holds. Then Algorithm 2 can remain
valid after a tiny adjustment. In this case, s1, s2, . . . , sn0 is
a positive superincreasing sequence, and we need to prove
that s1, s2, . . . , sn is a positive superincreasing sequence. The
proof may be not obvious. We don’t find a appropriate proof
in this paper and the rationale may be similar as the rationale
present in subsection 2.3 [2], [6]. The experiment results also
confirm our assumption that s1, s2, . . . , sn is also a super-
increasing sequence and we can get groups of equivalent
private keys. The computational complexity of computing the
orthogonal lattice isO(n60L

3), which ismuch smaller whenwe
take n0 rather than n.

IV. CONCLUSION
In this paper, we present a new attack to the basic
Merkle-Hellman knapsack cryptosystem. We utilize the lat-
tice theory and our algorithm is quite different from Shamir’s
famous attack. At the same time, we hardly run search pro-
cedure and reduce the computational complexity to O(n6L3).
The main contribution of our attack is to provide a new feasi-
ble algorithm to recover the equivalent private keys in seconds
and the new algorithm make full use of several recent works
in cryptography technology. The experimental data validate
the efficiency of our attack.
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