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ABSTRACT In stereo vision-based three-dimensional measurements, calibration, and stereo matching are
the most challenging tasks for accurate three-dimensional reconstruction. The traditional binocular vision
algorithm has low precision, and we propose a binocular vision system using a telecentric lens. In this paper,
we propose a calibration and matching algorithm for the telecentric binocular vision system, which collects
only two pictures of the calibration plate to complete the system calibration. The algorithm is a special
application of 3D reconstruction. In this paper, if the measurement points are selected as points on the grid,
the appropriate extension can be used for high-precision 3D reconstruction, which will be explained in detail
in the experiments. In order to reduce the calibration error and obtain high maneuverability, the binocular
vision system is only calibrated once with a two-dimensional calibration board, and the depth information
is obtained through the parallax of the detection process, so as to effectively simplify the calibration process
and reduce the errors introduced in the calibration process. For the matching of images in the right and left
cameras, the polar theory of telecentric binocular vision system is constructed according to the characteristics
of telecentric lens imaging model based on the traditional binocular vision system theory. The matching
algorithm only needs to apply the two-dimensional calibration information and then calculates the results
according to the parallax combined with the polar line matching algorithm, which simplifies the algorithm
flow and reduces the error. In this paper, experiments show that the algorithm proposed is simple and has
high precision, good stability, and high-practical value.

INDEX TERMS Binocular vision, image matching, machine vision, three-dimensional sensing, calibration,
image matching.

I. INTRODUCTION
With the development of image processing technology,
binocular visionmeasurement technology has becomewidely
used in industrial measurement processes. Machine vision
measurement technology has the advantages of simple opera-
tion, no contact, high precision and low cost. Binocular vision
systems mainly utilize the parallax produced by the different
angles of the two cameras to obtain the three-dimensional
spatial information of the object to be detected. The tra-
ditional binocular vision system detects large objects with
low precision. The main reason of low accuracy of tradi-
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tional binocular vision is lens perspective distortion. How-
ever, a telecentric lens has the characteristics of particularly
small perspective distortion and high resolution in the depth
of field; in particular, a bilateral telecentric lens can achieve
less than 0.1% distortion. Compared to an ordinary indus-
trial lens, the imaging model of a telecentric lens is parallel
projection in the depth of field. If this feature of telecentric
lens is applied to binocular vision systems, the effect of lens
perspective on measurement accuracy can be eliminated.

In the field of computer vision, binocular vision has been
studied for many decades and researchers propose a series
of classical algorithms [1]–[6]. Specifically, Zuo et al. [7]
measured 3D surfaces of complex-shaped objects to be
captured with improved resolution and accuracy at up to
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10,000 fps based on their newly developed high-speed fringe
projection system. Lai et al. [8] applied camera calibration,
image preprocessing and stereo matching to calculate the
distance from the camera in the actual scene. Wang et al. [9]
studied the related difficulties and errors of binocular vision
calibration and stereo matching with a large number of
theoretical analyses. Guo and Liu [10] applied camera
calibration, feature extraction, matching, three-dimensional
reconstruction and other steps to obtain the depth of the
three-dimensional scene information. Jin and Li [11] used a
binocular vision system for a large-scale three-dimensional
measurement system to guide welding work. A large perspec-
tive distortion arises in these applications when using ordi-
nary cameras and lenses, so the general accuracy is relatively
low. In the field of micro-vision measurement, Yan et al. [12]
proposed an intensive fine matching algorithm and improves
the matching algorithm in the binocular vision with a system
detection accuracy of±1.3%, but this algorithm requires that
the objects detected have a clear and easy extraction outline.
Chen et al. [13], [14] proposed a telecentric binocular vision
calibration algorithm, which needs to move the calibration
plate in space and has complex operation. Gorpas et al. [15]
proposed the use of a telecentric lens for the binocular micro-
vision measurement of fibers in the three-dimensional space
position used in a fiber alignment welding to achieve a higher
accuracy, but the process used for processing is complex
with high calibration error. Espino et al. [18] used a tele-
centric binocular vision system for animal tumor non-contact
angiography to accurately reconstruct its three-dimensional
structure, although a feature matching algorithm with low
precision is applied.

The traditional binocular vision system processing algo-
rithm is difficult to apply in the high-precision measurement
field due to the impact of the lens perspective transformation
and calibration complex [17], [18], [30]. [3], [16], [19] use
the grid on the detection object to detect the matching points
on the grid for three-dimensional reconstruction, but adopt
the traditional calibration method and match according to
the brightness information of the grid, which will introduce
large errors in calibration and matching. This paper opti-
mizes the calibration and matching algorithms to minimize
system errors. In the field of industrial measurement, it is
often necessary to measure the relative height between the
production parts, such as the precise height of the wire in
the production of a voice coil, to control the quality of the
product [36]. In this paper, we propose the binocular stereo
vision calibration, matching and distance calculation algo-
rithm for the typical application of height measurement. This
paper presents a simple, low complexity and high-precision
wire-height measurement model. According to the charac-
teristics of the telecentric camera, it is proposed that the
calibration algorithm can be completed by simply taking a
picture at the calibration plate. Because the telephoto lens
depth of field is smaller, the calibration uses a specially
designed two-dimensional plane calibration plate. Combined
with the special line theory of telecentric cameraman, a line-

FIGURE 1. Process flow chart.

matching algorithm is proposed to obtain a high-precision
matching point pair. According to the limitation of using the
two-dimensional plane calibration plate, the algorithm for
calculating the height of the object to be measured accord-
ing to the parameters obtained by the calibration of the
two-dimensional calibration plate and thematching algorithm
is proposed. The experimental results show that the algorithm
has high stability and accuracy.

The paper is organized as follows. Section II introduces
the calibration and matching algorithm. Results of the new
method and comparison with existing algorithms are given
in Section III. Section IV presents the discussion and
conclusions.

II. PRINCIPLE OF BINOCULAR VISION MEASUREMENT
A. MODEL OF THE TELECENTRIC VISION SYSTEM
In the telecentric vision system, we choose the dual-sided
telephoto lens with the smallest distortion (less than 0.1%)
without a distortion correction to reduce the distortion
of the telecentric lens to the measurement accuracy [19].
As shown in Figure 2, we have defined the world coor-
dinate system OW (XW ,YW ,ZW , 1), the camera coordinate
system OC (XC ,YC ,ZC , 1), and the pixel coordinate system
Op(u, v, 1) [20], [32]; in this case, the pixel coordinate system
and the camera coordinate system were set parallel to the
projection model of the bilateral telecentric lens [21]. The
coordinate origin of the pixel coordinate system is defined
as the upper left of the CCD(Charge Coupled Device) array,
and its coordinate value is related to the pixel arrangement
value.

The difference between a telephoto lens and an ordinary
industrial lens is the perspective transformation of the com-
mon industrial lens imagingmodel [37], [38]. The telecentric-
ity of a telecentric lens within the depth of field is usually less
than 0.1%. Specifically, a parallel projection occurs within
the depth of field in a telecentric lens.

In this paper, the purpose of two-dimensional calibration is
to calculate the transformation relationship between theworld
coordinate system and the pixel coordinate system. Because
the telecentric imaging model is a parallel projection within
the depth of field, the transformation from the camera coor-
dinate system to the pixel coordinate system is accomplished
by the following equation: uv

1

 =
 m11 m12 0 tu
m21 m22 0 tv
0 0 0 1



Xc
Yc
Zc
1

 (1)
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FIGURE 2. Model of the telecentric vision system.

From equation (1), equation (2) can be obtained: uv
1

 =
m11 m12 tu
m21 m22 tv
0 0 1

 r11 r12 r13 tx
r21 r22 r23 ty
0 0 0 1



×


Xw
Yw
Zw
1

 (2)

R =
[
r11
r21

r12
r22

r13
r23

]
is the rotation matrix between world

coordinates and camera coordinates, and
[
tx ty

]T is the trans-
lation matrix.

[
tu tv

]T is translation matrix between camera
coordinates and pixel coordinates.

In this paper, we use the pixel coordinates (u, v) and theM
matrix to calculate the world coordinates of the objects in the
world coordinate system.M is defined as follows:

M =

m11 m12 tu
m21 m22 tv
0 0 1

 r11 r12 r13 tx
r21 r22 r23 ty
0 0 0 1

 (3)

B. CALIBRATION OF THE TELECENTRIC VISION SYSTEM
After obtaining the calibration board image of the left and
right cameras, the calibration algorithm obtains the trans-
formation matrix between the image coordinate sytem of
the left and right cameras and the world coordinate sys-
tem according to the coordinate point in the calibration
board.

1) CALIBRATION OF THE TELECENTRIC VISION SYSTEM
The calibration of the telecentric vision system involves the
use of a three-dimensional calibration block, usually using
a calibrated cube, which is not suitable for telecentric lens
system calibration because of the small depth of field of the
telecentric lens; otherwise, we can also calibrate the tele-
centric lens system with a two-dimensional calibration plate.
Chen et al. [13] proposed raising the calibration plate for

FIGURE 3. Calibration plate.

three-dimensional space calibration; however, increasing the
calibration plate will introduce errors, and the operation is
inconvenient [22]. Because we need to measure the height
of objects in three-dimensional space, a two-dimensional
calibration plate or calibration cube should be used to obtain
theM matrix [23].
In this paper, we use the two-dimensional plane calibration

plate and take two pictures of the left and right camera
to complete the calibration; the calibration plate pattern is
shown in Figure 3.

In Figure 3, the length of line ObPb1 and the length of
ObPb2 is known. Line segment ObPb1 is perpendicular to the
line segment ObPb2, and we set the line segments ObPb1 and
ObPb2 to Yw and Xw for the establishment of the world coor-
dinate system, respectively.We set the plane of the calibration
plate as the reference plane, meaning that Zw = 0. So we can
obtain equation (4) from equation (2): u′v′

1

 =
m11 m12 tu
m21 m22 tv
0 0 1

 r11 r12 tx
r21 r22 ty
0 0 1

 Xw
Yw
1


(4)
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FIGURE 4. Calibration circular geometric analysis.

If

M′ =

m11 m12 tu
m21 m22 tv
0 0 1

 r11 r12 tx
r21 r22 ty
0 0 1


and the world coordinates of Ob, Pb1, Pb2 and their cor-
responding coordinates in the image coordinate system are
known, the matrix M′ can be obtained. Through the matrix
M′ and location in the image coordinates, the corresponding
location in the world coordinates on the reference plane can
also be obtained through equation (5): Xw

Yw
1

 =M′−1
 u′v′

1

 (5)

Through the above calculation, we can get the affine trans-
formation matrix on the reference plane. The traditional way
to get M is to move the calibration plate in the Zw direc-
tion, but the distance traveled can not be known exactly
and therefore introduces calibration error. In the following
section, we obtain the three-dimensional spatial relationship
of binocular vision system through the angle between the
camera’s optical axis and the reference plane.

2) THREE-DIMENSIONAL RELATIONSHIP
For a circle on the plane, if it is a parallel projection and the
projection direction and the circular plane are not perpendicu-
lar, then the projection is elliptical. As a result, we can obtain
the angle between the projection light and the plane through
the ratio of the long axis to the short axis that passes through
the ellipse, as shown below.

In the figure above, line segment Pc1Pc2 is the diameter of
the circle, and Lc1 and Lc2 are the projection light parallel
to the optical axis of the camera. Line segment Pc1Pc3 is
perpendicular to Lc1. Line segment Pc1Pc2 is projected on the
XOY plane of the camera coordinate system as line segment
Pc1Pc3, and the angle between the optical axis of the camera
and the plane of the circle is θ = 6 Pc3Pc2Pc1 = arcsin Pc1Pc3

Pc1Pc2
.

It can be seen from parallel projection theory that the length
of the diameter of the circle perpendicular to line Pc1Pc2
projected to the XOY plane of the camera coordinate system
is still the length of the diameter. Therefore, by fitting the
ellipse in the image coordinate system projected by the circle,
the ratio of the short axis to the major axis of the ellipse can

FIGURE 5. Telephoto lens visual system coordinate analysis.

be used to calculate the angle of the camera relative to the
reference plane.

The three-dimensional spatial relationship of binocular
vision system is obtained by combining the affine matrix M′

and the angle between the optical axis of the camera and the
reference plane. But we don’t have to calculate M, in fact,
we can use only the affinematrix and angle θ to find the height
of the matching point.

For the telecentric binocular vision system, the method
used to calibrate the telecentric binocular vision system has
been relatively complicated due to the small teleportation
range of the telecentric lens [13]. This paper proposes calibra-
tion of the telecentric vision system model using the imaging
of the geometric shape on the two-dimensional calibration
plate. This calibration method just requires two images of the
right camera and the left camera. The calibration operation is
simple because we don’t need to move the calibration plate
in space and there is no adjustment to the calibration plate
position that will introduce error into the spatial calibration.

The task of this paper is to calculate the height of the
detection wire relative to the calibration plate. Therefore,
in the calibration algorithm proposed in this paper, it is not
necessary to calibrate the perspective transformation matrix,
and only need to obtain the affine transformationmatrix in the
calibration plane. In the matching algorithm proposed later,
the height of the measurement point can be calculated by
using the projection parallax of the measurement point on the
calibration plane, thereby simplifying the calibration process
and improving the accuracy of the result.

C. DUAL TELEPHOTO LENS VISION SYSTEM
In Section II-B, we calibrate the system to obtain the affine
matrix M′ and the angle θ between the optical axis of the
camera and the plane of the circle. This section explains how
to solve the height of the match point.

As shown in Figure 5, CR is a straight line parallel to
the optical axis of the right camera. The plane αb is the
plane XWOWYW ; the plane αa is parallel to the planeαb; and
CR is crossed at points Pa and Pb with planes αa and αb,
respectively, so that the positions of points Pa and Pb in the
image coordinate system are identical.
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Because points Pa and Pb are on CR, equation (6) can be
stated: uRPavR

Pa
1

 =
uRPbvR

Pb
1

 (6)

Because ZPb = 0, equation (7) can then be stated according
to equation (5): XPb

YPb
1

 =M′−1R

 uRPbvR
Pb
1

 =
 X ′Pa
Y’Pa
1

 =M′−1R

 uRPavR
Pa
1


(7)

Equation (7) shows the matrix M′ obtained by calibra-
tion, which expresses the affine transformation relationship
between the calibration plate datum plane and the image
coordinate system. The world coordinates are obtained for
point Pb, which is the projection point of Pa in plane αa. The
plane is also determined by the parallel projection model of
the telecentric vision system.

For the telecentric binocular vision system, as shown
in Figure 5, CL is parallel to the left camera axis and intersects
with αa and αb at points Pa and Pb. According to the above
reasoning, the following can be stated: X ′′Pa

Y’’Pa
1

 =M′−1L

 uLPavL
Pa
1

 =
 XPc
YPc
1

 =M′−1L

 uLPcvL
Pc
1


(8)

Thus, for point Pa on plane αa, the coordinates in the
left and right camera images are converted to the calibration
plate datum plane by matrix M′, respectively, along the left
and right optical axes projected onto the calibration plate
reference plane.

As shown in Figure 6, points Pc and Pb on the calibra-
tion plate datum plane along the left and right optical axes
projected by point Pa on plane αa can be obtained through
equations (7) and (8). Angles β1 and β2 between the left
and right optical axes and the calibration plate reference
plane have been obtained by the calibration of the camera.
In Figure 6, line segment PaPd is perpendicular to line PbPc,
such that equation (11) can be developed as a combination of
equations (9) and (10):

PbPc =
√
(XPc − XPb)2 + (YPc − YPb)2 (9)

tan(β1) =
PaPd
PbPd

, tan(β2) =
PaPd
PcPd

(10)

PaPd =
PbPc ∗ tan(β1) ∗ tan(β2)

tan(β1)+ tan(β2)
(11)

After determining matrix M′ obtained using the two-
dimensional calibration plate and the camera angle θ obtained
using the circle in the calibration plate, matrix M does not
need to be obtained for the height of the objects relative
to the calibration plate. This method makes full use of the
characteristics of the telecentric binocular vision system and

FIGURE 6. Binocular height calculation model.

FIGURE 7. Schematic diagram of affine pole geometry.

successfully achieves the dimensionality of the calibration
method.

D. BINOCULAR VISION POINT MATCHING
In Section II-C, it is assumed that Pa is the matching point.
In the binocular vision system of this paper, high precision
point matching and low complexity of the algorithm are
very important. There has been significant research in point
matching [33], and the matching error of the corresponding
pixels in the traditional method is large [35], such as SIFT and
SURF [24]. According to the characteristics of the telecentric
imaging model, this paper presents a high-precision polar-
line-matching algorithm.

Figure 7 depicts a geometric schematic of telecentric cam-
eras. The imaging model of ordinary lens is perspective trans-
formation. The common lens imaging model has a projection
center, and a number of polar planes intersect at the baseline,
but the telecentric lens imaging model is a parallel projec-
tion model. Hence, the projection center occurs at infinity,
and each pole plane is parallel, so the polar lines are also
parallel, and the line and the pole plane show one-to-one
correspondence. This property simplifies point matching in
telecentric binocular vision [25], [26]. As shown in Figure 7,
π3 is the calibration plate reference plane; the polar plane π2
and the left and right camera coordinate planes, respectively,
intersect line p2p6 and line p3p7. Point P2 on the object in
the left and right camera coordinate system corresponds to
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FIGURE 8. Calibration model.

points p2 and p3, and pole planes π2 and π3 intersect at
line P2P3. Thus, the corresponding points on the left and
right camera coordinate planes of the points on line P2P3 of
plane π3 are on p2p6 and p3p7. Because the polar planes of
the telecentricity system are all parallel, the corresponding
lines in plane π3, which are parallel to line P2P3 in the left
and right camera coordinate planes, are also parallel to lines
p2p6 and p3p7. Therefore, after obtaining the corresponding
relationship between lines p2p6 and p3p7 of the left and right
camera coordinates, if a point p2 is determined in the left
camera, the matching point in the right camera must be on
line p3p7 in the right camera coordinate system. Using this
restriction condition, the binocular vision matching calcula-
tion is simplified; the interference of other factors is reduced;
and the precision is improved.

In the ideal case, it is assumed that lines p2P2 and p3P2
in Figure 7 are a straight line parallel to the optical axis of
the left and right cameras, lines p2P2 and p3P2 intersect at
point P2, and plane π2 is perpendicular to plane π3. As long
as the position information of line p2p6 and line p3p7 can be
obtained, the parallel polar line-matching algorithm can be
applied to this model.

E. ANALYSIS OF POLAR LINE POSITION AND HEIGHT
CALCULATION MODEL FOR THE TELECENTRIC
BINOCULAR VISION SYSTEM
1) POLAR LINE POSITION
In Section II-D, we propose the telephoto binocular vision
system polar line-matching algorithm, in which the accuracy
of the polar line obtained is the main error of the matching
algorithm. In Section II-B, we use the circle on the calibration
plate to obtain the angle θ between the optical axis of the
camera and the plane in which the circle resides. Through this
parameter, we can determine the relative position of the cam-
era and the calibration plate in space. The following further
uses the circle on the calibration plate, and the ellipse in the
image, to determine the characteristics of the line [27]–[29].

Figure 8 (a) and Figure 7 (b) show the geometric shape of
the calibration plate and its geometric shape in the camera
image. Because the Z-axis of the camera coordinate system
is not perpendicular to the plane of the calibration plate, the

FIGURE 9. Height calculation model analysis.

circle in the calibration plate is elliptical in the image. Assum-
ing that line Pb4Pb5 is a projection of a plane perpendicular
to the plane of the calibration plate on the plane of the
calibration plate and that the optical axis of the camera is
parallel to this plane, then the projection of the optical axis
of the camera on the plane of the calibration plate is parallel
to line Pb4Pb5.

In the image coordinate system, line segment Pb4Pb5 is the
short axis of the ellipse, where we need to find the angle of
line Pb4Pb5 and line ObPb2. Figure 8 (b) is the imaging of
Figure 8 (a) in the camera coordinate system. Equation (12)
is based on equation (5):XPb2YPb2

1

 = M′−1
 uPb2′vPb2′

1

 ,
XObYOb

1

 =M′−1
 uOb′vOb′

1


XPb5YPb5

1

 = M′−1
 uPb5vPb5

1

 (12)

Hence, the angle of line Pb4Pb5 and line ObPb2 can be
obtained:

θ = || arctan(
YPb5 − YOb
XPb5 − XOb

)| − | arctan(
YPb2 − YOb
XPb2 − XOb

)|| (13)

If the angle θ of the left and right cameras is the same, the
plane formed by the intersection of the lines parallel to the left
and right optical axis of the camera intersects the calibration
plate datum plane at line Pb4Pb5, such that line Pb4Pb5 is the
polar line.

In this paper, the proposed algorithm for line matching is
to make full use of the information obtained by calibration,
and the processing process is simple and clear and does not
introduce other errors.

2) HEIGHT CALCULATION MODEL ANALYSIS
In Section II-C, we consider the ideal height model, whereas
we analyze the height calculation model under normal cir-
cumstances in this section. The height calculation model is
the main source of error. In the height calculation, to sim-
plify the calculation, some approximations are made, but the
experimental results show that the accuracy of the height
calculation model is still high.

Figure 9 displays the generalized height calculation model
of the telecentric binocular vision system. Line O1Pb is a
straight line parallel to the optical axis of the left camera,
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and line O1Pa is a straight line parallel to the optical axis
of the right camera. Because the plane formed by the axis
of the two cameras is not perpendicular to the reference plate
datum plane PaPbO2, plane PaPbO1 and plane PaPbO2 have
an angle that is not zero. Using a previous analysis, we can
obtain the angle 6 O1PbO2 of line O1Pb and plane PaPbO2,
the angle 6 O1PaO2 of line O1Pa and plane PaPbO2, and the
angle 6 PaO2Pb between plane PaPbO1 and plane PaPbO2.
According to the ideal situation in Figure 5, the calculated

height lO1−PaPb is the distance from O1 to line segment
PaPb in this case; hence, the relationship between lO1−PaPb
and lO1O2 can be obtained through the relationship of the
angle. According to the geometric relationship, 6 O1PaO2,
6 O1PbO2, 6 PaO2Pb and lO1−PaPb are already known, and
O1O2 is perpendicular to the plane O2PaPb. Thus, we can
find the following:

PaO2

=
O1O2

tan 6 O1PaO2
,PaO1 =

O1O2

sin 6 O1PaO2
(14)

PbO2

=
O1O2

tan 6 O1PbO2
,PbO1 =

O1O2

sin 6 O1PbO2
(15)

PaPb

=

√
PaO2

2 + PbO
2
2 − 2 ∗ PaO2 ∗ PbO2 ∗ cos 6 PaO2Pb

(16)

LPaO1Pb

=
1
2
(PaPb + PaO1 + PbO1) (17)

SPaPbO1

=
√
LPaO1Pb ∗ (LPaO1Pb − PaO1)

∗
√
(LPaO1Pb − PbO1) ∗ (LPaO1Pb − PaPb) (18)

Given the area formula, we can calculate the following:

lO1−PaPb =
2 ∗ SPaPbO1

PaPb
(19)

Following on the above derivation, we can obtain the rela-
tionship between lO1−PaPb and lO1O2 , and it remains simple
to calculate lO1−PaPb with lO1O2 . However, calculating lO1O2

with lO1−PaPb by solving the quadratic equation is a complex
and unstable process. To simplify the calculation, we seek to
be as close as possible to an angle of 1800 when installing a
binocular vision camera in practical applications. This min-
imizes the difference, and the approximation can be used to
avoid solving equation (19). The experimental results show
that this approximation still can meet the requirements for
high precision.

III. EXPERIMENTS AND DISCUSSION
The method in this paper is used to accurately measure the
height of the object relative to the calibration plate reference
plane. Because we need to accurately measure the height
of the wire used in some industries, we do an experiment
with this as an example. In the voice coil production process,

FIGURE 10. Detection system.

manufacturers need to control the voice coil copper wire and
voice coil diaphragm height difference to get a good tone.

And we use JAI’s BB500GE-S color camera with a resolu-
tion of 5 million and CanRill’s XF-5MDT0.4∗110B bilateral
telecentric lens. The telecentric lens used has a working
distance of 110 mm, an optical distortion of less than 0.02%
and a depth of field of 5.3 mm. Therefore, the lens distortion
is small with no need to do distortion correction in the depth
of field. In addition, we use ring light, so that the left and right
cameras get the same lighting effect. The detection system is
shown in Figure 10.

The 3D model of the sample is shown in Figure 11 (a),
in which black is a plastic shell, yellow is a copper wire,
the area of the extended single wire is the position to be
detected, and blue represents the calibration plate. This article
needs to detect the height of the copper wire to the blue
calibration plate. Figure 11 (b) shows the detection area of
different types of samples. The shape of the detection area
varies with different models, but it has no effect on the appli-
cation of the algorithm. The left and right camera pictures
are shown in Figures 12 (a) and (b), respectively. To apply
the line-matching algorithm proposed in Section II-D, it is
necessary to process the wire to a line that is a single pixel
wide. Because a wire is a cylinder, the width of the image
in the left camera and that in the right camera is consistent
throughout. In the left and right camera images, the center
axis of the conductor is the skeleton of the conductor image.
We first segment the image of Figures 12 (a) and (b) with
a suitable threshold and then obtain the skeletal point of the
copper conductor as shown in Figures 12 (c) and (d) by apply-
ing skeleton extraction as the center line of the cylindrical
wire in the left and right cameras. It can be assumed that the
single-pixel-wide line of Figures 12 (c) and (d) corresponds
to the same line in the physical space.

Figure 13 is a photograph of the same calibration plate
obtained by photographing with the left and right cameras.
We establish the world coordinate system with point Ob as
the origin coordinates, where the world coordinates of points
Ob, Pb1 and Pb2 are (0, 0), (0, 1.5) and (1.5, 0) in millimeters,
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TABLE 1. Data measurement.

FIGURE 11. Specimen.

respectively. Concurrently, the relationship matrix MLR of
the left and right image coordinate systems is established
according to Ob, Pb1 and Pb2.
In the experiment, to verify the accuracy of the algorithm,

we use the precision displacement table. First, we calibrate
the binocular vision system in the precision displacement
table as the origin, and this plane is taken as the height of
the reference plane. Then, we put the sample in the preci-
sion displacement table to take pictures with the precision
displacement for each increase of 0.04 mm.

A set of data measured in the test is shown in Table 1 and
Table 2. In Table 1, we take 10 points at equal intervals
and calculate their average. The difference between adjacent
heights is 0.04 mm. In Table 2, we calculate the measurement
error between adjacent mean heights. And the adjacent height
difference error is not cumulative.

The traditional method of detecting measurement accu-
racy is to calculate the difference between the height and

FIGURE 12. Wire.

FIGURE 13. Calibration plate.

the absolute height of the algorithm measurement. Since the
accuracy of the detection needs to be in the micrometer
level, the accuracy of the algorithm is detected by the height
difference. The algorithm in this paper can accurately detect
the depth change in the direction of z-axis in the case of
the known x-axis and y-axis coordinate positions. As shown
in Figure 11 (a), the height variation of the detection point
relative to the calibration plane on the micrometer level
can be calculated by the calibration and matching algorithm
proposed above. In this experiment, no grating is applied.
By extracting the skeleton of the copper wire, the position
of the physical central axis of the cylindrical copper wire is
obtained, which replaces the role of the grating, so it is more
accurate than the grating.
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TABLE 2. Measurement error.

FIGURE 14. Height line chart(Unit: mm).

FIGURE 15. Height line chart(Unit: mm).

It can be seen from Figure 14 that the height of the mea-
sured conductor area is relatively stable, and Figure 15 shows
the trend of the average height value with a linear height
difference. It can be seen from Figure 14 and Figure 15 that
the stability of the measurement results remains stable. From
the results of the analysis in Table 2, the accuracy of the
adjacent height difference is less than 4%. When the height
is 0.4 mm higher than the other, the height difference is not
more than 0.02 mm. We also compare the absolute height
of the increase, finding that the absolute height error is even
smaller and that there is no error accumulation phenomenon.

The results of the above analysis show that the proposed
algorithm is very stable and accurate.

The measurement errors at different camera angles are
compared in Table 3. According to the error statistics in
table 3, the measurement error remains stable at different
angles. In practical use, the camera angle is generally adjusted
between 50 and 60 degrees.

In the experiment of Figure 14, the detected wire is approx-
imately perpendicular to the z-axis, and we have selected
a section of copper wire to continuously detect its height
change. The detection area of this subject cannot use gratings.
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TABLE 3. Measurement error comparison of different angles.

TABLE 4. Comparation with other methods.

FIGURE 16. 3D reconstruction system [19].

The limitation of the algorithm for applying gratings is that
the detected objects must have a certain size. The algorithm
in this paper can accurately measure the information of small
objects and is also a supplement to existing algorithms.

In Table 4, we compare our method to three state-of-the-
art methods. These three methods are all typical algorithms
for 3D reconstruction using phase shift. In the first algorithm,
the author only gave the RMSE of calibration process and did
not give the measurement RMSE. Ziping Liu’s method gives
only the standard deviation. It can be seen from Table 3 that
the algorithm proposed in this paper is due to other algorithms
in terms of efficiency and precision and the calibrate method
is very easy to operate.

For more applications, as shown in Figure 16, this is a
typical 3D reconstruction system schematic [34], using a tra-
ditional multi-space position calibration method to match the
measurement points according to the brightness of the grid.
Applying the algorithm of this paper, using the calibration
algorithm of this paper to extract the skeleton feature points

of the grid for matching, the system error in the traditional
method can be reduced a lot. This is also the direction of the
improvement and application of the algorithm in this paper.
This paper refines the algorithm of 3D reconstruction and can
be applied tomore fields such as 3D reconstruction and height
detection.

IV. CONCLUSION
Aiming at the complex calibration and calculation process
of the current telecentric binocular vision system, this paper
proposes a simple and effective calibration, matching and
measurement algorithm to accurately measure its height
information. In this paper, the affine transformation relation-
ship of the system is obtained by one calibration, the parallax
of different heights of the object is applied, and the height
of the object is calculated by the polar line matching algo-
rithm, which simplifies the flow of the traditional method.
The experimental results show that the algorithm has high
precision and stability. At the same time, the algorithm of this
paper can also be extended to 3D reconstruction, which is a
supplement to the existing 3D reconstruction algorithm.
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