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ABSTRACT Infrared small target detection plays an important role in the infrared search and track system.
However, infrared small target images often suffer from low contrast. In this paper, we propose an infrared
small target detection method that improves the target contrast and suppresses background clutters based
on spatial-temporal enhancement using the quaternion discrete cosine transform (QDCT). The proposed
method is twofold: 1) we propose to detect the infrared small target by constructing the quaternion feature
map for infrared images. The quaternion integrates four feature maps, including the kurtosis feature, two
directional feature maps extracted by steerable filtering in spatial domain and motion feature in the temporal
domain. 2) Then the quaternion is input into QDCT, and the saliency maps of each feature channel can
be obtained by sign function processing. The final detection result is obtained by inverse QDCT to the
quaternion. Compared to several state-of-the-art algorithms, the proposed method has a lower false alarm
rate when the same positive detection rate is achieved.

INDEX TERMS Infrared (IR) small target detection, kurtosis feature, steerable filter, quaternion discrete
cosine transform (QDCT).

I. INTRODUCTION
Detecting small targets from infrared (IR) surveillance videos
is a highly demanded application in both military and busi-
ness fields. Accurate information of the interested targets is
necessary for these applications. However, the infrared small
targets, which size ranges from 2 × 2 to 9 × 9 pixels, may
suffer from low contrast, low signal-to-clutter ratio, and lack
of some critical information like color, shape, and texture
because of long imaging distance and complex backgrounds.
This will lead to a considerable false alarm rate [1]–[6].
Therefore, it is of great practical significance to detect small
targets in IR images with complex backgrounds.

Several common infrared small target images are listed
in Fig. 1. There are several specific problems in detecting IR
small targets, which cannot be seen in other targets’ detection.
Firstly, the background and the target are both complex and
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FIGURE 1. Representative IR common background and target types.
(a) Cirrus cloud; (b) Flocculent target; (c) Regiment cloud; (d) Banded
cloud; (e) Strip target; (f) Land dot target; (g) Land weak target; (h) Land
boat target.

variable, such as cirrus, regiment, banded clouds and so on.
Secondly, compared with the visible images, IR images seem
to be much simpler, which lack texture information, color
information, and poor imaging quality as shown in Fig. 1.
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The lack of texture and color information means there are
fewer features available for distinguishing targets from the
backgrounds and the unclear boundary between different
parts in images. Moreover, little interference caused by the
small size of targets might lead to faulty detection. These
characteristics of IR images pose a big challenge when
performing small target detection. Thus, regular detection
approaches in visible images are no longer valid in IR images,
especially in complex scenes [7], [8] and it is necessary to
develop specific IR small target detection methods.

Existing IR small target detection methods can be broadly
classified as spatial domain or transform domain meth-
ods. Spatial domain methods mainly extract the difference
between the foregrounds and the backgrounds by measuring
image contrast, including local contrast measure based meth-
ods [9]–[11], morphological filtering based methods [12],
[13], statistical regression-based methods [14] and human
visual system (HVS) [15], [16] based methods. The local
contrast measure based methods calculate the contrast value
according to the intensity difference between the small target
area and its surrounding background area and then separates
the small target by setting a threshold. [9]. The morpho-
logical filtering based methods use morphological operators
to design a filter to suppress the backgrounds clutters [12].
Statistical regression-based methods perform detection by
estimating the distribution of the backgrounds or the regres-
sion function with the input data [14]. HVS based methods
achieve detection by improving the local contrast between the
targets and the backgrounds [15]. Transform domainmethods
often use a special transform such as wavelet transform [17],
Fourier transform [18], phase spectrum of quaternion Fourier
transform (PQFT) [19] and so on. Detection in complex
backgrounds performs better in transform domain than in the
spatial domain in spite of higher computation complexity.
These transform domain methods quantitatively define a fre-
quency difference between the target and the background in
the transform domain, and achieve detection by magnifying
the measured difference.

Since more details in an image imply higher phase infor-
mation values in the transform domain, good detection results
can be achieved by extracting the phase information. Accord-
ing to this, Qi et al. [18] used Phase spectrum of Fourier trans-
form (PFT) to enhance targets. After that, Qi et al. [19] put
forward a new method using a phase spectrum of quaternion
Fourier transform (PQFT) to detect infrared small targets.
In this model, they used the facet model [20] to get four
directional features which are applied to perform PQFT. Then
the amplitude spectrum values are set to a constant value for
each PQFT feature so that the saliency map is constituted by
the inverse transform of the phase spectrum. However, these
two methods only use the phase spectrum to recover signals,
which will cause some information loss. It may also lead
to missed detection in the test results. Yang et al. proposed
a small target detection method based on another direction
feature in [21]. However, the filter is realized by Gauss kernel
function, which can blur the original image while extracting

the edge direction features. Besides, comparing with Fourier
transform, cosine transform only performs on real even func-
tion and contains only real cosine terms. It is a real number
of domain transformation. The actual signals are mostly in
the real number domain, which makes the Fourier transform
very redundant. Therefore, cosine transform greatly reduces
computational complexity.

Considering the advantages of cosine transform, a method
of infrared small target detection based on spatial-temporal
enhancement using quaternion Discrete Cosine Trans-
form (QDCT) is proposed in this paper. QDCT could support
four channels, providing more information for DCT, whereas
traditional DCT can only use gray information. The motiva-
tion is mainly based on the imaging characteristics of small
targets, which might obtain more information from the trans-
form domain by combining different weak features. Besides,
considering the fact that a small target often makes HVS have
a higher response, the infrared small target detection can be
formulated as a salient region detection problem [2]. Know-
ing this, we apply QDCT in infrared sequences small target
detection. Our method takes advantage of motion feature in
the temporal domain, kurtosis feature, and two directional
features in the spatial domain: 1). The correlation between the
frames ismodeled by themotion featuremap, which is used to
improve the validity of sequence target detection. 2). Kurtosis
reflects the difference between the distribution of image patch
and the distribution of target, so there are different kurtosis
values at the target and the background respectively, which
is conducive to distinguishing them. 3). Combining isotropic
characteristics of small infrared targets with Gauss-like distri-
bution and the local direction characteristics of background,
a steerable filter is used as a directional filter to filter each
frame of the input video, then two directional characteris-
tic maps are obtained. Four characteristic maps constitute a
quaternion. Through the above three steps, the quaternion
of input is obtained. Then we process the quaternion by
QDCT, a sign function, and inverse QDCT sequentially to
get the spatial representation (also a quaternion). Finally, this
amplitude spectrum is filtered by a Gauss low-pass filter
to obtain the final detection result of infrared small targets.
Among them, the sign function plays a role in suppressing
the background and detecting the significant small infrared
targets with a Gaussian-like distribution.

The main contributions of this paper are as follows:
(1). QDCT is applied to infrared small target detection field
by designing specific features for QDCT for the first time,
we have successfully detected the infrared small targets with
a high detection rate and low false alarm rate. (2). For the
first time, the relationship between kurtosis and contrast is
analyzed and discussed and then the kurtosis is used as the
indicator of contrast to reflect the difference between the
target area and the surrounding background, thus promoting
the detection of infrared small targets. (3). Motion feature is
specially designed for high-speed infrared small targets and
uses motion accumulation to extract the correlation between
adjacent frames while retaining the motion trajectory.
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FIGURE 2. The framework of the proposed method, composed of input frames, the specific algorithm and target detection results. (The blue
rectangle represents building the quaternion.)

The remainder of this paper is organized as follows.
In Section II, the brief introduction of QDCT is presented.
Section III introduces elaborate steps of the proposedmethod,
including the reasons for choosing four features, construction
of the quaternion, the process of QDCT, and the final small
target detection result. In Section IV, several experiments
on public data sets and relative discussions are presented to
demonstrate the efficiency of the proposed method. An over-
all conclusion is drawn for a summary of this paper in
Section V.

II. RELATED WORK
QDCT was first proposed by Feng and Hu [23]. They
extended the discrete cosine transform (DCT) to the quater-
nion field and presented a simple but efficient algorithm
to calculate the QDCT of a quaternion matrix using its
Cayley-Dickson form. Recently, QDCT has been applied
to detection, such as face detection [24] and flame detec-
tion [25]. All these two papers achieve target detection by
extracting features into QDCT. Therefore, we endeavor to
explore the features of small targets and input them into
QDCT, and then salient small target detection is realized
by sign function processing and IQDCT. Detailed QDCT
algorithm process is described below.

A quaternion can be represented in a hypercomplex form
as [25]:

Iq (m, n) = x1+ x2 ·i+ x3 ·j+ x4 ·k (1)

where x1, x2, x3, x4 ∈ R, and x1, x2, x3, x4 ∈ R satisfy the
following multiplication rules: i2 = j2 = k2 = −1, i · j =
−j · i = k, j · k = −k · j = i, k · i = −i · k = j.
This demonstrates that themultiplication of quaternions is not
commutative. Thus, the form of Forward QDCT (FQDCT)
and Inverse QDCT (IQDCT) have two categories, left-handed
form and right-handed form [23]. In this paper, we will use
the left-handed FQDCT L and IQDCT L as default QDCT
and IQDCT, respectively to indicate the process of saliency
detection.

FQDCT L(u, v) = αMu α
N
v

M−1∑
m=0

N−1∑
n=0

µq Iq (m, n)N (u, v,m, n)

(2)

where Iq (m, n) is a two-dimensional M × N quaternion
matrix. µq is a unit pure virtual quart which meets the
constraint that µq2 = −1. The values of αMu , αNv and
N (u, v,m, n) are taken as in [25].
Accordingly, the IQDCT L is defined as follows:

IQDCT L(m, n)=
M−1∑
u=0

N−1∑
v=0

αMu α
N
v µq Cq(u, v)N (u, v,m, n) (3)

where Cq (u, v) is a two-dimensional M × N quaternion
matrix, which represents the result of FQDCT L of Iq (m, n).

III. OUR METHOD
According to the principle of infrared small target imaging,
it is known that small targets can be used with fewer fea-
tures, which is also a difficult problem in detecting problems.
We should use both the features of the target and the local
background for detection as much as possible. In a sequence,
the target moves at a high speed, and the background exhibits
local directional. These two types of features are obviously
beneficial for the detection of small targets. In addition,
the small target brightness is large, and the difference with
the surrounding background is obvious, so the use of contrast
characteristics is also the mainstream direction of infrared
small target detection in recent years.

Fig. 2 shows the framework of the proposed method of
infrared small target detection. We first build the quaternion
for infrared images by constructing the four feature maps: the
kurtosis, two directional maps, and the motion feature map.
Then, we enhance the salient region in the transform domain
by QDCT to the quaternion. Finally, the target is recovered
by applying the inverse QDCT (IQDCT) to the result of the
saliency detection.

A. CONSTRUCT THE DIRECTIONAL FEATURE MAP BY
STEERABLE FILTER
Steerable filter [26] is an orientation-adjustable convolution
kernel used for feature extraction and image enhancement
that can be expressed via a linear combination of a small set of
rotated versions of itself. The steerable filter can get the edge
of an image by generating templates in different directions
and then deconvoluting the image with templates in different
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directions. In infrared small target detection, we use steerable
filter to extract direction features, but also to maintain the
edges of the small target, which is an important reason why
it is superior to other directional filters [27]. The directional
feature map Dθ (x, y, t) is given by:

Dθ (x, y, t) = f (x, y, t) ∗ Gθ (x, y, t). (4)

where Gθ (x, y, t) denotes the steerable filter with directional
angle θ ∈ [0, 2π ]. f (x, y, t) represents the input image in
which t is frame index satisfying that t = 1, 2, . . . ,N . And
N is the number of video frames. ∗ signifies the convolution
operator.

In order to make a balance between computational com-
plexity and detection performance, we extract four direc-
tion feature maps, i.e., D0,D45,D90,D135 are extracted. The
combination of mutually orthogonal directions has a certain
effect on background suppression (donated by 0◦_90◦ and
45◦_135◦), which can be given as follows, where f1 and f2
represent the two channels of QDCT respectively.

f1 (x, y, t) = D0 (x, y, t) · D90 (x, y, t) (5)

f2(x, y, t) = D45(x, y, t) · D135(x, y, t) (6)

Here, · means multiplication of corresponding elements.

FIGURE 3. Directional feature maps and edge preserving result are
obtained using steerable filter. (a) Original image; (b) 0◦; (c) 90◦;
(d) 0◦_90◦; (e) 45◦; (f) 135◦; (g) 45◦_135◦.

In order to highlight the advantages of the steerable filter,
the cirrus image with a complex background is selected as
an example to illustrate the effect of using the steerable filter
to extract direction features and preserve edges. Fig. 3 shows
the directional feature maps extracted using a steerable filter.
In order to prove that the combination of directions can
suppress the background, we use the mean value and Signal-
noise ratio (SNR) to evaluate it in Table. 1. SNR reflects the
ratio of target signal to the background signal. The larger the
value, the more prominent the small target is. Mean value
reflects the overall brightness of the image, the smaller the
value, the better the background suppression is. By describing
SNR andmean value of the image, it can be seen that Fig. 3(d)
and Fig. 3(g) have a darker background and less clutter,
which makes the small target even more prominent. There-
fore, the combination of orthogonal directions is beneficial
to target detection.

TABLE 1. Compare the mean and SNR of different directional feature
maps and after combination.

B. KURTOSIS FEATURE MAP
Considering that the intensity of infrared radiation changes at
the boundary between the small target and the background,
the small target can be smoothly distributed in a small range,
and the local contrast of the small target is high, Therefore,
the use of contrast features facilitates the detection of small
targets. In addition, due to the small target has a Gaussian-
like distribution characteristic, the statistical kurtosis reflects
the difference between the sample distribution and the nor-
mal distribution. Therefore, in image processing, the kurtosis
reflects the difference between the distribution of selected
image patch and the Gaussian-like distribution of the small
target.

According to the statistical principle of kurtosis, the statis-
tical kurtosis of local image patch at location (x, y) is used
to represent the kurtosis value at (x, y). The specific kurtosis
feature channel can be given by:

kur(f (x, y, t)) = κ−C=
E (X−µ)4

σ 4 −C

=
1
mn

∑mn
i=1 (f (x, y, t)− µ)

4

σ 4 −C (7)

where κ is the four-order center distance of image patch
distribution to be processed, m× n is the size of the selected
image patch. f (x, y, t) is the gray value of the t frame image at
(x, y). µ and σ denote the gray mean and standard deviation
of image patch respectively. C represents the kurtosis value
of the target distribution, which is a fixed value for a specific
target. For example, the C of the normal distribution is 3.
In the algorithm, we divide the infrared image into small
patches of size 5×5 and calculate kurtosis of the patch center
pixel instead of local kurtosis of each patch.

Therefore, the third kurtosis feature channel of an image
for QDCT is given by f3:

f3(x, y, t) = kur(f (x, y, t)) (8)

Fig. 4 shows the maps related to the kurtosis feature.
Fig. 4(a) is the schematic diagram of a local image patch with
a central position (x, y). The kurtosis takes full account of all
the sample points in the image patch. Fig. 4(c) is the kurtosis
feature map of Fig. 4(b). As can be seen from Fig. 4(c),
the kurtosis around the target is larger than that around the
background. Since the target in the image is strip-shaped,
even if the image patch is selected as 5×5, the kurtosis feature
map is rectangular distribution. That is to say, the kurtosis
feature map is similar to the shape of the target, and there is a
clear boundary between the target and the background. This
feature is helpful to the detection of the target.
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FIGURE 4. Kurtosis feature map. (a) The schematic diagram of the
selected local image patch; (b) Original infrared image (the 3th frame of
Seq6); (c) Kurtosis feature map.

C. MOTION FEATURE MAP
Because in a group of infrared sequences, the motion of the
target is fast and continuous, while the change of background
and noise is random. At present, most of the methods of small
target detection in infrared sequences are based on a single
frame, without considering the motion information, which
often results in false detection in the whole video detection.
This is a fatal problem in practice. In order to solve the above
problem, the introduction of the motion feature is conducive
to small target detection. Therefore, we introduce a motion
charge (MC) method [28] to extract motion feature, which
can not only eliminate singularities and strong background
changes in isolated background, but also reduce the impact
of background changes on target detection while highlighting
the target, and can also characterize the cumulative effect
of the target in time and reflect the motion trajectory of
the target. Assuming that f (x, y, t) is the t frame of the
current infrared sequence, its motion information can be
expressed as:

Mov (x, y, t) =

{
0 if f (x, y, t) = f (x, y, t − 1)
1 if f (x, y, t) 6= f (x, y, t − 1)

(9)

Mov represents whether there is motion between adjacent
frames. The cumulative motion feature is defined as:

ChMov (x, y, t) =

{
Chmin if Mov(x, y, t) = 1
Ch if Mov(x, y, t) = 0

(10)

whereCh = min (ChMov (x, y, t − 1)+ A,Chmax). When t=
0, the cumulative motion is initialized to ChMov (x, y, 0) =
Chmax:
In this paper, we inverse the cumulative result image as the

motion feature, expressed as:

m (x, y, t)=255−ChMov (x, y, t) (11)

Here A is the incremental parameter of motion cumulative,
which is set to C = 1. Chmax and Chmin are set to 255 and
0 respectively. It can be seen from Eq. (10), if ChMov =
Chmin, the motion is detected at (x, y, t); If ChMov = Chmax,
no motion is detected and the time of the last motion is
unknown; If ChMov (x, y, t) = Chmin+k · A, it means that
there is no motion detected at (x, y, t), but the last motion
occurred at t−k ·1t . Here, k = [ChMov (x, y, t)− Chmin]

/
A.

The process of motion charge method is shown in Fig. 5.
In Table. 2, the contribution of each feature component is

evaluated for Seq1 in order to construct the most suitable
quaternion. We can see that the motion feature is the most

FIGURE 5. Flow chart of motion charge (MC) method.

TABLE 2. Compare the SCR and BSF of different feature.

important feature. Therefore, we regard the motion feature as
the real part of the quaternion. The final constructed quater-
nion can be expressed as:

q(x, y, t)=m(x, y, t)+f1(x, y, t)i+f2(x, y, t)j+f3(x, y, t)k

(12)

where i, j, k satisfy i2 = j2 = k2 = −1, i ⊥ j, j ⊥ k, i ⊥ k , ⊥
is a vertical symbol.

In order to intuitively represent the situation of the quater-
nion constructed by four channels, the real or imaginary parts
of the quaternion occupied by four components are shown
in Fig. 6.

FIGURE 6. The four component display of the constructed quaternion.

D. INFRARED TARGET DETECTION BASED ON QDCT
We apply QDCT to the q(x, y, t) to obtain the frequency
feature mapQ(u, v, t). Given that resolution of the quaternion
q(x, y, t) is M × N . Where M ,N represents the length and
width of the image, respectively. QDCT of the q(x, y, t) is
given by [24], expressed as:

QDCT (q(x, y, t)) = Q (u, v, t)

= αMu α
N
v

M−1∑
m=0

N−1∑
n=0

µQq (x, y, t)N (u, v,m, n)

(13)
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FIGURE 7. QDCT result of four channels and the final target detection
result. (a) Original image (the 35th frame of Seq6); (b) 0o_90o;
(c) 45o_135o; (d) Kurtosis feature map; (e) Motion feature map;
(f) Detection result.

where N (u, v,m, n) = cos
[
π
M

(
m+ 1

2

)
u
]
cos
[
π
N

(
n+ 1

2

)
v
]
and

αMu and αNv are the coefficients of QDCT, which can be taken
as in [25].µQ is the unit pure virtual quart, which is expressed
as follows.

µQ=−

√
1
3
i−

√
1
3
j−

√
1
3
k (14)

As long as the QDCT is obtained, we use the sign function
to extract the salient area in transform domain since the sign
function for quaternion corresponds with the visual response
that how the visual system perceives the salient object in an
image [24], [29] and it can remove the backgrounds clutters as
well. The sign function sgn(Q) of quaternion Q = Q(u, v, t)
is defined as:

Q′=sgn (Q)=


x0
|Q|+

x1
|Q| i+

x2
|Q| j+

x3
|Q|k, |Q| 6=0

0, |Q|=0

(15)

where x0, x1, x2, x3 are four components of Q, respectively.
|Q| is magnitude of the quaternion, |Q| =

√
Q · Q̄. Q̄ is the

complex conjugate of Q.
Finally, IQDCT is applied to transform Q′ back to the

spatial domain. In order to get a smoother result, we use (17)
to obtain the final reconstructed target detection result.

q′(x, y, t) = IQDCT (sgn(QDCT (q(x, y, t))))= IQDCT (Q′)

=

M−1∑
u=0

N−1∑
v=0

αMu α
N
v µqQ

′ (u, v, t)N (u, v,m, n)

(16)

S(x, y, t) = g(x, y) ∗ [q′(x, y, t)� q̄′(x, y, t)] (17)

where g(x, y) is a Gauss smoothing filter with σ = 1.5. �
represents element wise product.

The final target result and the corresponding four compo-
nents of Q′ are shown in Fig. 7. Fig. 7(b) to Fig. 7(e) are four
component feature maps of Q′. Because a single feature map
is weak, it’s necessary to fuse four feature maps together to
promote the detection result, as it’s shown in Fig. 7(f).

IV. EXPERIMENTS AND RESULTS
In this section, the performance and robustness of the pro-
posed method are demonstrated by comparing it with eight
state-of-the-art methods on nine relevant test sequences. All
the experiments are implemented by Matlab 2016b on a PC
with a 2.50GHz Intel i5 CPU. The datasets and the code demo
can be found on Github. 1

A. EVALUATION INDICES
We select the signal-to-clutter ratio (SCR) and the back-
ground suppression factor (BSF) as evaluation indices. The
SCRGain and the BSF are defined as:

SCRGain =
(S/C)out
(S/C)in

(18)

BSF =
Cout
Cin

(19)

where S and C are the average target intensity and clutter
standard deviation, respectively. (·)in represents the original
image while (·)out is the detection result. Additionally, Cin
and Cout are the standard deviation of the backgrounds for
original infrared image and detection result map, respectively.
The SCR index measures the magnification of target relative
to the backgrounds before and after processing. The BSF
represents the suppression effect of backgrounds without any
information about the target.

The receiver operating characteristic (ROC) curve quanti-
tatively describes the varying relationship of the false positive
rate (FPR) and true positive detection rate (TPR), which are
defined as follows:

FPR =
number of detected false targets

total number of pixels in the whole image
(20)

TPR =
number of detected true targets
total number of real targets

(21)

B. RESULTS AND ANALYSIS IN SKY BACKGROUND
The detection of infrared small targets in complex back-
grounds can be treated as a saliency detection problem, which
needs to suppress complex backgrounds and enhance the
target at the same time, and then separate the moving and
prominent targets from the backgrounds to achieve the pur-
pose of detection. Besides, the 3D surface graph can reflect
the position of the target. Therefore, in order to verify the
effectiveness of the proposed method, Fig. 8 shows the 3D
surface graph before and after processing using this method.
Comparing Fig. 8(b) with Fig. 8(c), we can see that the back-
ground of the original image is very complex, and the target
is almost submerged in the serious clutters from Fig. 8(b).
In Fig. 8(c), the background is obviously suppressed, and
small targets are more prominent, which is conducive to
locating the target accurately. It also proves that the proposed
method is effective for small target detection in complex
backgrounds.

1https://github.com/wxw211311/small-target.
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FIGURE 8. Comparison of the 3D meshes before and after treatment.
(a) Original image (the 39th frame of Seq6); (b) 3D mesh of original
image; (c) 3D mesh of the detection result.

TABLE 3. Details of the test data set.

TABLE 4. Detailed parameter settings of the eight test methods.

In order to fairly evaluate the performance of infrared
detection methods, the data sets consisted of six public
infrared sequences with different complex backgrounds are
used and the detailed features are listed in Table. 3. These
databases are used in most relevant papers. These sequences
have a long imaging distance, which leads to small targets,
and they are all cloud or sky backgrounds with low signal-
to-noise ratio. On the whole, the data sets contain various
situations in airborne infrared target detection. Therefore,
using the given databases could fairly show the performance
of infrared detection methods.

The compared nine methods are the adaptive But-
terworth high-pass filter (A-BHPF) [30], the LCM [9],
the NVMD [32], the Derivative entropy contrast mea-
sure (DECM) [8], the stable multi-subspace learning
(SMSL) [7], the Frequency-Tuned (FT) [33], the Spectral
Residual (SR) [31], the PQFT [19] and the proposed method,
respectively. The first five methods are in the spatial domain,
while the last four are in the frequency domain. The detailed
parameter settings used in the experiments are described
in Table. 4 for reproduction. Experimental results of these
methods with the index are shown in Table. 5. The highest
value of each evaluation index in each column is marked red,
and the second-highest one is marked blue.

From Table. 5, it can be seen that the proposed method
achieves the highest values of SCRGain and BSF in test
Seq1, Seq2, Seq4, and Seq6. The proposed method can
improve SCRGain to some extent, and backgrounds edges are
also enhanced. It means the detected small target is more
prominent than the backgrounds while achieving a better

TABLE 5. Evaluation indices comparison of SCRGain, BSF .

suppression effect on the background. That is to say, the pro-
posed method outperforms the compared methods in both tar-
get enhancement and background suppression from the angle
of numerical indicator values for these test sequences. For test
Seq3 and Seq5, the proposed method with the highest BSF
and second-highest SCRGain, which is only slightly lower
than the NVMD or SRmethod. Although the NVMDmethod
has the highest SCRGain in test Seq3, its BSF is obviously
lower than our method, which makes the detection result still
noisy. For Seq5, SCRGain of the proposed method is slightly
weaker than that of SR mainly because of its thick, heavy
cloud, and even occlusion. In general, the method proposed
in this paper can achieve the best detection effect, which is
also true in the follow-up discussion of ROC. In particular,
the effect of background suppression is the most prominent.

Furthermore, to give a more intuitionistic presentation of
the processing results and to show the target/background
enhancement ability visually, three-dimensional (3D) meshes
of the original images and detection results are given in Fig. 9.
Obviously, almost all of the components of the backgrounds
are suppressed. Besides, there always exist backgrounds
regions whose gray level is near or higher than targets as
we can see from the original infrared images. This leads
to the difficulty in detecting small targets from infrared
sequences. By contrast, detection results of our method have
relatively smooth backgrounds in 3D meshes. It is easier
to determine the location and size of the small target from
the detection results of our method, with fewer false alarms.
In Fig. 9(d), the proposed method shows good robustness
and effectiveness for different scenes and target pixels that
approximately obey the highlighted varietal two-dimensional
Gaussian model.

Note that in Fig. 10 the red circles denote the detected
real targets, and the green circles denote some target-like
false alarms. The first column refers to the original sequence
frames. The #1 frame, #15 frame, #35 frame, #19 frame,
#35 frame and #30 frame of Seq1 to Seq6 are selected to show
the contrastive results, respectively. From the experimental
results of Fig. 10, the proposed method has excellent perfor-
mance on target enhancement and background suppression.
The characteristics of each method are described according
to the experimental results. According to Fig. 10(g), the FT
method has poor performance on suppressing the complex
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FIGURE 9. (a) Original images; (b) 3D meshes of original images; (c) Detection results; (d) 3D meshes of detection results.

FIGURE 10. Subjective visual contrast, original images and small target detection results processed by different methods on Seq1 to Seq6.
(b) to (j) denote the correspond detection results using A-BHPF, SR, LCM, NVMD, DECM, SMSL, FT, PQFT and Proposed method, respectively.

background, especially in Seq1 and there are still some back-
ground clutters. It used frequency difference to classify high-
frequency clutter into small targets. Besides, A-BHPF and

PQFT also can restrain the intensity of a small target to a
certain extent, which means weakening the targets. From
the subjective vision, SR method can enhance the targets

VOLUME 7, 2019 54719



P. Zhang et al.: Infrared Small Target Detection Based on Spatial-Temporal Enhancement Using QDCT

in general cases, but its effect of background suppression
is poor. For example, there is still too much cloud interfer-
ence and wrong targets. From Fig. 10(d) we can see that
the result of LCM has good target enhancement ability in
three cases. However, because the IR target detection results
depend heavily on the appropriate threshold in LCMmethod,
the adaptive threshold selected in this paper does not well
detect the targets in Seq1, Seq3 and Seq4. Especially in
Seq4 with a banded cloud, the blocking effect is too obvious
and the detection effect is not good. According to Fig. 10(e),
the NVMD method has a good performance on extracting
small targets from a complex background in general cases.
However, when the original sequences havemany noises, a lot
of noises still remains in Seq1 and Seq6. For SMSL, when the
target was so dim that it was difficult to distinguish the target
from the background clearly, the learning mechanism would
assign the target to a subspace of the background, thus the
target would disappear. And as can be seen from Fig. 10(g),
the block effect of SMSL is obvious in some results due to
the use of sliding window patching technology. Although the
target is enhanced, the background is not well suppressed, and
there are still some clutter and obvious block defects, which
makes its BSF lower. According to Fig. 10(j), the dim small
targets are extracted accurately from a complex background
using QDCT to suppress the background and enhance the
target because the proposed method uses four features to
preserve more information. This indicates that the proposed
method has excellent performance on enhancing target and
suppressing background.

FIGURE 11. Time-consumption comparison of seven detection methods
on six test image sequences.

We also make a comparison with respect to the processing
time of all methods. The average time consumption com-
parison of nine methods is given in Fig. 11. Bars with the
same color represent the average time required to process an
image with a specific method. Although the LCM method
has a relatively high detection accuracy, which is still lower
than the proposed method for Seq1, Seq2, and Seq6, it is too
expensive in time. The average running time of each frame
in these test sequences is more than 15 seconds or even up to
50 seconds, which is obviously not suitable for the infrared

small target detection for video sequences. We can also see
that the proposed method is a little slower than the FT and
A-BHPF methods, and faster than other methods. In short,
the proposed method is better, whose detection effect makes
up for subtle deficiency than the FT and A-BHPF methods.

FIGURE 12. ROC curves of different methods. (a) to (f) correspond to the
results of test sequences Seq1 to Seq6. The closer a curve is to the
top-left corner, the better the corresponding method is.

To further demonstrate the advantages of the devel-
oped method, we provide the receiver operating character-
istic (ROC) curves of the test sequences used in Table. 5,
whose vertical axis was the false positive rate of the sequence
and whose horizontal axis was the true positive rate of the
sequence. The ROC curves are illustrated in Fig. 12. FT
is almost always performed the worst since the simple fre-
quency difference could not handle the complex background.
The performance of SMSL fluctuated greatly. For Seq3,
SMSL worked poorly but succeed in the other sequences,
which is mainly because there is the wrong detection. LCM
and DECM achieved similar results, which are unstable.
This shows that they have low robustness in complex back-
ground. The biggest difference was in Seq3, which showed
that the proposed is slightly lower than NVMD, probably
caused by the weak target which can be detected mistakenly
when the target is blocked. But the background suppres-
sion effect of the proposed method is better than NVMD.
In general, the proposed method almost always reached the
highest TPR with respect to the same FPR, implying that
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FIGURE 13. Subjective visual contrast, original images and small target detection results processed by different methods on L15NSS, L1415S, L19NSS.
(b) to (j) denote the correspond detection results using A-BHPF, LCM, NVMD, DECM, SMSL, FT, SR, PQFT and Proposed method, respectively.

TABLE 6. Area under curve (AUC) values of the nine methods.

the proposed method outperformed the other state-of-the-art
methods. Besides, the AUC values are also listed in Table. 6.
The AUC is the area enclosed by the ROC curve, which can
also directly reflect the detection performance.

C. RESULTS AND ANALYSIS IN LAND BACKGROUND
In order to further prove the performance of the proposed
algorithm, this section compares three small infrared target
sequences in the land background. The eight-comparison
method and the setting of their parameters are the same as
the sky background in the previous section. The data sets can
be downloaded in Github, which is provided by Harbin Uni-
versity of Technology [34] and the detailed features are listed
in Table. 7. These sequences have a long imaging distance,
which leads to small infrared targets and low signal-to-noise
ratio. Therefore, using the given databases are appropriate to
prove the performance of infrared detection methods.

Subjective analysis is made by comparing the results of
nine methods, which are shown in Fig. 13. Three rows repre-
sent the detection results of three land background sequences
(select representative frames). Each column represents a
detection method, from the second to the tenth column rep-
resent the results obtained using A-BHPF, LCM, NVMD,
DECM, SMSL, FT, SR, PQFT, and proposed method. As can
be seen from Fig. 13, the LCM method produces an obvious
block effect, and the target area detected is the same size
as the selected image patch. A-BHPF, NVMD,DECM, and
SMSL can detect targets, but there are still some clutters
and background filtering is not clean. Although the results

TABLE 7. Details of the test data set.

TABLE 8. Evaluation indices comparison of SCRGain, BSF and Time(s).

TABLE 9. AUC values of the nine methods for land background.

of PQFT method have better background suppression, there
are many noise points. The proposed method may have the
problem that the enhancement of the target is not obvious,
the effect of background suppression is obviously the best.
In addition, the other eight contrast methods are almost based
on single frame detection because they do not select the
motion feature, so they may also produce false detection and
detect small false targets.

In order to further compare the detection performance of
different methods, we still use SCRGain and BSF for quan-
titative and objective comparison in Table. 8. It can be seen
that the proposed method achieves the highest values on both
indices except for sequence L19NSS, which is slightly lower
than SMSL. For this sequence, the infrared target is the larger,
not a small target in the full sense. Besides, although the
background suppression of SMSL method is not obvious,
retains the contour of the small target, and is closer to the
ground-truth of the target, thusmaking it has a larger SCRGain.
Similar to the experimental analysis in the sky background,

the ROC curves of the nine methods for three real infrared
small target sequences in Fig. 14 are given. As can be seen
from Fig. 14, the method proposed in this paper achieves the
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FIGURE 14. ROC curves of nine methods for three real infrared image
sequences with land background. (a) L15NSS, (b) L1415S, (c) L19NSS.

best detection results. When the false alarm rate is the same,
the proposed algorithm has the highest detection accuracy and
the largest area under the curve. Besides, the AUC values are
also listed in Table. 9.

V. CONCLUSION
Addressing the problems of target detection in a complex
background, this paper introduces a novel QDCT-based
method to realize the infrared small target detection. In the
proposed method, we presented a novel approach to con-
struct the quaternion, which considers two direction features,
a motion feature, and a kurtosis feature. The sign function in
QDCT serves as a saliency signature, which contributes to
the solution of the small target detection problem. To demon-
strate the performance of the proposed method in complex
scenes, we evaluated the proposed approach by comparing
with the most widely applied target detection algorithms on
relevant data sets. Experimental results show that the pro-
posed method can extract the small target in a complex back-
ground, and it is superior in the SCRGain,BSF , andROC curve
compared to the methods. In summary, experiments verify
the effectiveness and efficiency of this approach. We were
able to achieve higher results in highly complex backgrounds.
At present, we are trying to accelerate the proposed method
with GPU, hoping to be more widely used in practical appli-
cations, such as infrared and visible image fusion, saliency
detection and so on.
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