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ABSTRACT This paper addresses the problem of direction-of-arrival (DOA) estimation for cyclostationary
signals using less reception channel in comparison with the number of sensors. The system is considered
to be realized by using the reception channel(s) to receive the signal reached each sensor in turn. Such
simplification results in a cost reduction of the system and the effect of inconsistency among different
channels are removed. However, non-synchronized sampling also makes the traditional DOA estimation
algorithms ineffective. To cope with the problem, the signal models for DOA estimation using a sin-
gle channel and dual channels are formulated based on signal cyclostationary, and the single channel
cyclic MUSIC (SC-Cyclic-MUSIC) algorithm and the dual channels cyclic MUSIC (DC-Cyclic-MUSIC)
algorithm are proposed correspondingly. This paper shows that both SC-Cyclic-MUSIC algorithm and
DC-Cyclic-MUSIC algorithm work well when the switching interval is known, and a satisfied performance
can also be obtained by DC-Cyclic-MUSIC algorithm when the uncertainty of the switching interval exists.
Moreover, the proposed estimators are suitable for both narrow-band and wide-band signals. The computer
simulations are provided to verify the effectiveness of the proposed algorithms.

INDEX TERMS Direction-of-arrival (DOA) estimation, cyclostationarity, single channel cyclic MUSIC
algorithm, dual channels cyclic MUSIC algorithm.

I. INTRODUCTION
Direction -of-arrival (DOA) estimation of signals has been
a hot area of research over the past decades in the field
of communications monitoring, sonar, radar and so on.
Since 1980s, a great number of outstanding algorithms
(e.g., MUSIC, ESPRIT, MODE) have been proposed in this
field. MUSIC [1] is one of the most representative technique
that has been extensively studied and widely applied in many
fields.

In recent years, the cyclostationarity has been drawn great
attention in the communication of signal processing [2], [3],
such as blind source extraction [4], filtering [5], beamform-
ing [6]. It has been shown that most of the man-made
signals, e.g. amplitude modulation, frequency modulation
and phase modulation signals are cyclostationary, and this
property can be utilized in improving the performance
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of DOA estimation [7]. Gardner first proposed MUSIC-
Like CYCCOR METHOD and ESPRIT-Like CYCCOR
METHOD exploiting the cyclostationarity in 1988, by replac-
ing the covariance matrix with the cyclic correlation
matrix [8]. Schell and Gardner researched on the signal-
selective properties of Cyclic-MUSIC algorithm and derived
the bias and mean-squared error of Cyclic-MUSIC algorithm
under the assumption that the signals were complex, possibly
non-Gaussian, and cyclostationary [9], and then proposed two
advanced algorithms, Multi-Cyclic-MUSIC algorithm and
Adaptive-Cyclic-MUSIC algorithm [10]. The Multi-Cyclic-
MUSIC algorithm can simultaneously estimate the direc-
tions of arrival of signals having different cycle frequencies
instead of sequentially processing each separate cycle fre-
quency. The Adaptive-Cyclic-MUSIC algorithm reduces the
sensitivity of Cyclic-MUSIC algorithm to error of the cycle
frequency. Chargé proposed a root-MUSIC-like algorithm
based on cyclostationarity [11]. Pokrajac et al. proposed
frequency domain Cyclic-MUSIC algorithm by exploitation
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the cyclostationarity of signals [12], [13]. The proposed algo-
rithm doesn’t require any knowledge of the optimal time lag
parameter which appeared in time domain Cyclic-MUSIC
algorithms. Liu Z. proposed unitary Cyclic ESPRIT-like algo-
rithm by constructing the forward backward cyclic auto-
correlation matrix using Hermitian mapping. This approach
not only substantially reduces the computational complex-
ity via real-valued decomposition, but also outperforms the
forward backward spatial smoothing algorithm for uncorre-
lated or correlated sources. However, All of above algorithms
are only suitable for narrow-band signal. Xu and Kailath
proposed a spectral correlation algorithm which was suitable
for estimating DOA of wide-band signal via exploitation of
cyclostationarity by combination of temporal and spatial pro-
cessing [14]. Yan and Fan proposed two cyclic-MUSIC-like
DOA estimation algorithms for wide-band cyclostationary
signals, the averaged cyclicMUSIC (ACM) algorithm and the
extended wideband cyclic MUSIC (EWCM)algorithm [15].
The new methods have more relaxed requirements on the
signals than in [14]. Liu et al. expended the algorithm by
exploiting conjugate matrix information [16]. The improved
cyclic cross correlation MUSIC algorithm has better signal
detection performance when the source signals existed coher-
ent source signal. Song and Liu explored the coarray inter-
polation techniques with cyclostationary signals [17], [18].
These methods integrate the cyclostationarity with the spa-
tial domain and increase the degrees-of-freedom(DOFs) of
algorithm.

All of methods above estimate the DOAs by utilizing
the orthogonality between the array manifold and the noise
subspace of the array covariance matrix or cyclic covariance
matrix. To get the covariance matrix, the number of recep-
tion channels has to be equivalent to the number of sensors,
and synchronous sampling for different reception channels
is needed to reserve the direction information of incoming
signals. But, for a large number of reception channels, it is dif-
ficult to ensure the consistency among all channels. Because
of the channel inconsistency, the DOA estimation perfor-
mance of the multi-channel system will degrade [19], [20].
Moreover, the cost of the multi-channel receiver is very high.

To remove the effect of channel inconsistency, a type single
channel DOA estimation methods based on MUSIC algo-
rithm were proposed. The most popular method used single
channel to receive the signal of different sensors in turn.
Based on the data collected by single channel, these meth-
ods recovered the array covariance matrix by using pertur-
bation techniques [21]–[23], phase compensation [24]–[26],
or interpolation [27], and so on, and then estimated the DOAs
of incoming signals using MUSIC algorithm. But the perfor-
mance of these algorithms degrades because of the switch
interval and switch interval error [28]. Moreover, these algo-
rithms can only be applied to narrow-band signal.

In this paper, we proposed a cyclic MUSIC algorithm
for single channel DOA estimation based on cyclostationar-
ity [29]. The algorithm is not only suitable for narrow-band
signal, but also for wide-band signal. The performance of

algorithm is not affected by switch interval but will degrades
if the switch interval is not known exactly. To overcome this
shortage, we propose a cyclic MUSIC algorithm using dual
channels which works well even if the switch interval with
error.

The remainder of this paper is organized as follows.
In section II, array model, cyclostationarity andMUSIC algo-
rithm are introduced. In section III, we introduce the exist-
ing single channel MUSIC algorithm and analyse its perfor-
mance. To improve the performance, a single channel cyclic
MUSIC algorithm is proposed. In section IV, the dual chan-
nels cyclic MUSIC algorithm is proposed. In section V, the
performance of the proposed algorithm is simulated and the
results are compared with the existing MUSIC algorithms.

Throughout this paper, the following notations are used.
The superscriptions ∗, T and H denote the conjugate, trans-
pose and Hermitian transpose, respectively. The notations
E{·} and � stand for the expectation and Hadamard prod-
uct, respectively. D(x) represents the diagonal matrix with
x in its main diagonal. IM , 1m,n and 0 denote the M × M
identify matrix, the m × n matrix of 1s and the matrix of
0s with a appropriate dimension unless otherwise specified,
respectively.

II. BACKGROUND
A. CYCLOSTATIONARITY
For a continuous stochastic signal s(t), if its mean and auto-
correlation function are periodic with same period, signal s(t)
is called generalized cyclostationarity signal. Its mean and
autocorrelation function can be expressed as [30]

E [s(t)] = E [s(t + mT0)] , (1)

Rs (t, τ ) = Rs (t + mT0, τ ) , (2)

where T0 is the period of mean and autocorrelation function,
m is an integer, τ is the lag parameter. For periodic auto-
correlation function Rs (t, τ ), it can be expressed in Fourier
series as

Rs (t, τ ) =
∞∑

α=−∞

Rαs (τ )e
j2παt ,∀α 6= 0, (3)

Rαs (τ ) =
〈
s(t + τ

/
2)s∗(t − τ

/
2)e−j2παt

〉
t
, (4)

where Rαs (τ ) is the cyclic autocorrelation function of s(t),
〈•〉t is averaging operation of t , and α is cycle frequency.

More generally, a continuous stochastic signal s(t) is said
to exhibit cyclostationarity if there exists a non-zero cycle
frequency α for which the cyclic autocorrelation function
Rαs (τ ) is not identically zero. Manmade signal is generally
obtained by using a transmitted signal to modulate a param-
eter of periodic signals, and the modulation will generate the
cyclostationarity [30].
Property 1: if the cyclic autocorrelation function of

s(t) is Rαs (τ ) , then the cyclic autocorrelation function of
y(t) = s(t + t0) is Rαs (τ )e

j2παt0 .
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Proof:

Rαy (τ )

=

〈
s(t + t0 + τ

/
2)s(t + t0 − τ

/
2)e−j2παt

〉
t

=

〈
s(t + t0 + τ

/
2)s(t + t0 − τ

/
2)e−j2πα(t+t0)ej2παt0

〉
t

= Rαs (τ )e
j2παt0 (5)

B. ARRAY MODEL
Suppose that there is an array antenna with M array sensors,
and K far-field signals s1(t),s2(t), . . . , sK (t) impinge on the
array from the directions θ1, θ2, . . . , θK respectively. The
received signal of the mth sensor can be expressed as

xm(t) =
K∑
k=1

sk (t + τm(θk ))+ em(t), (6)

where sk (t) is the incident signal from the direction θk ,
em(t) is the random noise received by the mth sensor, and
τm(θk ) is the delay of sk (t) reached the mth sensor.

C. MUSIC ALGORITHM
MUSIC algorithm is first proposed by Schmidt in 1986,
which is a matrix decomposition method based on feature
space. The method estimates the DOAs by utilizing the
orthogonality between the array manifold and the noise sub-
space of the array covariance matrix.

Assume that sk (t) is narrow-band signal with center fre-
quency f , we get

sk (t + τm(θk )) ≈ sk (t) exp(j2π f τm(θk )). (7)

Then the receive data of M -sensor array can be expressed as

x(t) = [x1(t), x2(t), . . . , xM (t)]T = As(t)+ e(t). (8)

where

A = [a(θ1), . . . , a(θk ), . . . a(θK )],

a(θk ) = [ej2π f τ1(θk ), ej2π f τ2(θk )), . . . , ej2π f τM (θk ))]T ,

s(t) = [s1(t), s2(t), . . . , sK (t)]T ,

e(t) = [e1(t), e2(t), . . . , eM (t)]T .

Under normal circumstances, since the array signal and noise
are independent, data covariance matrix can be expressed as

R = E
[
x(t)xH (t)

]
= ARsAH

+ σ 2IM , (9)

where Rs is the covariance matrix of s(t) , σ 2 is the variance
of noise. Assume that sources are incoherent, the covariance
matrix R is positive definite. Decomposition of R by EVD,
we get

R = Us6sUH
s + Un6GUH

n , (10)

where the diagonal matrices 6s and 6G consist of the K
largest and theM−K smallest eigenvalues ofR, respectively,
Us ∈ CM×K spans the signal subspace whose columns are
the eigenvectors corresponding to the K largest eigenval-
ues, and Un ∈ CM×(M−K ) spans the noise subspace whose

columns are the eigenvectors corresponding to the M − K
smallest eigenvalues.

Under ideal conditions signal subspace and the data space
span the same space, that is, steering vectors are orthogonal
to the noise subspace as follows:

a(θ )Un = 0. (11)

Considering the actual receiving data is finite, a(θ ) and Un
can’t be completely orthogonal. So there required the mini-
mum optimization search

θMUSIC = argmin aH (θ )UnUH
n a(θ ). (12)

Therefore, the spectral estimation formula of MUSIC algo-
rithm is as follows

p(θ ) = 1
/
aH (θ )UnUH

n a(θ ). (13)

The DOAs are obtained by finding the K maximum
extreme points of p(θ ) .The directions associated with the
extreme points are the DOAs of incoming signals.

III. SINGLE CHANNEL MUSIC ALGORITHM
MUSIC algorithm is usually used in multi-channel system,
but the DOA estimation performance ofmulti-channel system
degrades because of channel inconsistency [19]. Many papers
have discussed how to use single reception channel to remove
the effect of channel inconsistency. The single receiver archi-
tecture is shown in Fig.1. In this section, we introduce two
single channel MUSIC algorithms and conduct comparisons.

FIGURE 1. The single channel receiver architecture.

A. THE EXISTING SINGLE CHANNEL MUSIC ALGORITHM
Considering the single receiver architecture shown in Fig.1,
the single channel receiver sequentially receives the array
outputs at a regular period Ts and samples one snapshot of
each sensor in turn. The received signal of the mth sensor can
be expressed as in (6). The sampled data x(n) is given by

x(n) = xm(nTs) =
K∑
k=1

sk (nTs + τm(θk ))+ em(nTs). (14)

where m = n modM . The receive data of the mth sensor can
be expressed as

xm(n) = x((n− 1)M + m)

=

K∑
k=1

sk ((n− 1)MTs + mTs + τm(θk ))

+em((n− 1)MTs + mTs). (15)
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Assume that sk (t) is narrow-band signal with center fre-
quency f , we get

sk ((n− 1)MTs + mTs + τm(θk ))

≈ exp(j2π f (mTs + τm(θk ))sk ((n− 1)MTs), (16)

so

xm(n) ≈ exp(j2π fmTs)
K∑
k=1

exp(j2π f τm(θk ))sk ((n− 1)MTs)

+em((n− 1)MTs + mTs). (17)

We construct the receive data matrix x(n) of the array

x(n) = [x1(n), . . . , xM (n)]T = 9(f )As(n)+ e(n), (18)

where

9(f ) = D(ej2π fTs , . . . , ej2π fmTs . . . , ej2π fMTs ),

s(n) = [s1((n− 1)MTs), . . . , sK ((n− 1)MTs)]T ,

e(n) = [e1((n− 1)MTs), . . . , eM ((n− 1)MTs)]T .

Set

B = 9(f )A, (19)

and we get

x(n) = Bs(n)+ e(n). (20)

Equation (20) is similar as (8), so we can use MUSIC algo-
rithm to estimate the DOAs of sources. We called the algo-
rithm as Single Channel MUSIC (SC-MUSIC) algorithm.
The spectral estimation formula of SC-MUSIC algorithm is
as follows

p(θ ) = 1
/
bH (θ )UnUH

n b(θ ), (21)

where b(θ ) = 9(f )a(θ ). The DOAs are obtained by find-
ing the K maximum extreme points of p(θ ). The directions
associated with the extreme points are the DOAs of incoming
signals.

B. DISCUSSION
There are some factors which impact the performance of the
SC-MUSIC algorithm.

First, to get data matrix with N snapshots, the algorithm
has to do N ×M times switch. When N and (or)M are large,
the switch times are not acceptable.

Second, the algorithm has assumed sk ((n−1)MTs+mTs+
τm(θk )) ≈ exp(j2π f (mTs + τm(θk ))sk ((n − 1)MTs). The
assumption is true only for narrow-band signal. However,
as the bandwidth of signal increases, the approximation error
becomes large, that is, the 9(f ), and A are not exact. So the
DOA estimation error will increase quickly because of the
approximation error.

Third, the algorithm assumed the switch interval from
one sensor to another only contains the sample time. But
in practice, the switch interval also must contain channel
delay which maybe many thousands times Ts. Thus is x(n) =
sk ((n − 1)M (Ts + td (n)) + m(Ts + td (n)) + τm(θk )) +
e(n − 1)M (Ts + td (n)). td (n) is channel delay of the nth
switch. Because of the performance of device, there are

another random errors among all of td (n) which will intro-
duce extra uncertain phases. The extra uncertain phases will
enlarge the error of DOA estimation as the channel inconsis-
tency does in multiple channels system.

To improve the performance of the SC-MUSIC algorithm,
we have to reduce the switch times and get more exact 9(f ),
and A which are not affected by bandwidth and switch
interval.

C. THE IMPROVED SINGLE CHANNEL MUSIC ALGORITHM
In this algorithm, to reduce the switch times, we also use one
reception channel to sample each sensor in turn, but sampleN
snapshots of one sensor each time. There only needsM times
switch. The sampled signal x(n) can be expressed as

x(n) = xm(t+tm+iTs)

=

K∑
k=1

sk (t+tm+iTs+τm(θk ))+em(t+tm+iTs), (22)

where m = n mod N , i = n − mN . The sample data of the
array can be expressed as

X(t)= [x1(t+t1), . . . , xm(t+tm), . . . , xM (t + tM )]T , (23)

where

xm(t + tm) = [xm(t + tm), xm(t + tm + Ts),

. . . , xm(t + tm + (N − 1)Ts)], (24)

tm is the delay of mth sensor which contains (m− 1)NTs and
(m− 1) times switch interval.
Assuming that sk (t) is the cyclostationary signal with

the cyclic frequency α, The cyclic autocorrelation function
Rαxm (τ ) of xm(t) in (6) can be expressed as

Rαxm (τ )

=

〈
xm(t+τ

/
2)x∗m(t − τ

/
2)e−j2παt

〉
=

〈
K∑
k=1

K∑
i=1

sk (t+τm(θk )+τ
/
2)s∗i (t+τm(θi)−τ

/
2)e−j2παt

〉

+

〈
K∑
k=1

sk (t+τm(θk )+τ
/
2)e∗m(t+τm(θk )−τ

/
2)e−j2παt

〉

+

〈
em(t+τm(θk )+τ

/
2)

K∑
k=1

s∗k (t+τm(θk )−τ
/
2)e−j2παt

〉
+

〈
em(t+τm(θk )+τ

/
2)e∗m(t+τm(θk )−τ

/
2)e−j2παt

〉
.

Assuming that the signal sk (t) is uncorrelated with each other
at the cyclic frequency α and em(t) is white Gaussian noise,
we get〈
sk (t + τm(θk )+ τ

/
2)s∗i (t + τm(θi)− τ

/
2)e−j2παt

〉
= 0,〈

sk (t + τm(θk )+ τ
/
2)e∗m(t + τm(θk )− τ

/
2)e−j2παt

〉
= 0,〈

em(t + τm(θk )+ τ
/
2)s∗k (t + τm(θk )− τ

/
2)e−j2παt

〉
= 0,〈

em(t + τm(θk )+ τ
/
2)e∗m(t + τm(θk )− τ

/
2)e−j2παt

〉
= 0.
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Then Rαxm (τ ) can be simplified as

Rαxm(τ )

=

〈
K∑
k=1

sk (t + τm(θk )+τ
/
2)sk (t + τm(θk )−τ

/
2)e−j2παt

〉

=

K∑
k=1

Rαsk (τ )e
j2πατm(θk ).

As shown in property 1, The cyclic autocorrelation function
Rαxm (t + tm, τ ) of xm(t + tm) can be expressed as

Rαxm (t + tm, τ ) = ej2παtm
K∑
k=1

Rαsk (τ )e
j2πατm(θk ). (25)

Set

rαX(τ ) = [Rαx1 (t + t1, τ ), . . . ,R
α
xm (t + tm, τ ),
. . . ,RαxM (t + tM , τ )]

T , (26)

rαs (τ ) = [Rαs1 (τ ), . . . ,R
α
sk (τ ), . . . ,R

α
sK (τ )]

T , (27)

then we get

rαX(τ ) = 9(α)Arαs (τ ), (28)

where

a(θk ) = [ej2πατ1(θk ), ej2πατm(θk ), . . . , ej2πατM (θk )]T ,
9(α) = D(ej2παt1 , ej2παtm , . . . , ej2παtM ).

Here we can regard A as the steering vector of the antenna
array at the cyclic frequency α. Equation(28) is called as the
array model in cyclic frequency domain which is similar with
time-domain model.

For τ = Ts, 2Ts, . . . ,NTs, the new data matrix can be
expressed as

RX(α) = [rαX(Ts), r
α
X(2Ts), . . . , r

α
X(NTs)]. (29)

Then we apply MUSIC algorithm to estimate the DOAs
of the sources. We called the algorithm as Single Channel
Cyclic MUSIC (SC-Cyclic-MUSIC) algorithm. The process
is expressed as follow:
Step 1: Calculate the cyclic autocorrelation function

Rαxm (t + tm, τ ) of the xm(t + tm).
Step 2: Form the new data matrix RX(α) and calculate

correlation function C(α) of RX(α) .

C(α) = RX(α) • (RX(α))H (30)

Step 3: Attain its eigenvectors by eigenvalue decomposi-
tion (EVD) of C(α) . It can be expressed as

C(α) = [SαGα]
[∑

Sα 0
0
∑

Gα

]
[SαGα]H (31)

where the diagonal matrices 6Sα and 6Sα consist of the
K largest and the M − K smallest eigenvalues of C(α),
respectively, Sα ∈ CM×K spans the signal subspace whose
columns are the eigenvectors corresponding to the K largest
eigenvalues, and Gα ∈ CM×(M−K ) spans the noise subspace

whose columns are the eigenvectors corresponding to the
M − K smallest eigenvalues.
Step 4: Calculate pseudo-spectral p(θ ) .

p(θ ) =
aH (θ )a(θ )

9H (α)aH (θ )GαGH
α a(θ )9(α)

(32)

The DOAs are obtained by finding the K maximum extreme
points of p(θ ). The directions associated with the extreme
points are the DOAs of incoming signals.

D. ANALYSIS
Compared with SC-MUSIC algorithm, SC-Cyclic-MUSIC
algorithm only needs M times switch to get data matrix
X(t) with N snapshots. This is more valuable in practical
application. Moreover, the algorithm just exploits the time
shift property of cyclic autocorrelation function, and has no
assumption or approximation on the signal, so the 9(α) and
A are not affect by signal bandwidth. The 9(α) and A are
exact for both narrow-band signal and wide-band signal when
the switch interval is known exactly. But the switch interval
can be not known exactly in practice, so the 9(α) will exist
an error which will degrade the performance of SC-Cyclic-
MUSIC algorithm.

FIGURE 2. The Dual channels receiver architecture.

IV. DUAL CHANNELS MUSIC ALGORITHM
To reduce the effect of switch interval error, we proposed a
dual channels MUSIC algorithm using two reception channel
to receive the signal of array sensors. One reception channel
which is called reference channel receives the signal of the
reference sensor, and another reception channel which is
called switch channel receives the signal of the rest sensors
in turn. Two channels sample at the same time and sample
N snapshots each turn. The architecture of Dual channels
receiver is shown in Fig.2.

The sample data of the reference channel can be expressed
as

X1(t)= [x1(t + t1 + εt1 ), . . . , x1(t + tm−1 + εtm−1 ),

. . . , x1(t + tM−1 + εtM−1 )]
T , (33)

where

x1(t + tm−1 + εtm−1 )

= [x1(t + tm−1 + εtm−1 ), . . . ,

x1(t + tm−1 + εtm−1 + nTs), . . . ,

x1(t + tm−1 + εtm−1 + (N − 1)Ts)]. (34)
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The sample data of the switch channel can be expressed as

X2(t)= [x2(t + t1 + εt1 ), . . . , xm(t + tm−1 + εtm−1 ),

. . . , xM (t + tM−1 + εtM−1 )]
T , (35)

where

xm(t + tm−1 + εtm−1 )

= [xm(t + tm−1 + εtm−1 ),

. . . , xm(t + tm−1 + εtm−1 + nTs),

. . . , xm(t + tm−1 + εtm−1 + (N − 1)Ts)]. (36)

Here t1, tm−1, tM−1 are certain switch interval. εt1 , εtm−1 , εtM−1
are the random errors of t1, tm−1, tM−1 correspondingly.
Using (25), (26), (27), (28), we get

rαX1
(τ ) = 9(α) • 1M−1,K • rαs (τ ), (37)

rαX2
(τ ) = 9(α)Brαs (τ ). (38)

where

B = [b(θ1), . . . , b(θk ), . . . b(θK )],

b(θk ) = [ej2πατ2(θk )), . . . ej2πατm(θk )), . . . , ej2πατM−1(θk ))]T ,

9(α) = D(1, ej2πα(t1+εt1 ), . . . , ej2πα(tM−2+εtM−2 )).

Set

rαX21
(τ ) = rαX2

(τ )� (rαX1
(τ ))∗

= Brαs (τ )(r
α
s (τ ))

H
• 1M−1,1 = Bqαs (τ ) (39)

Equation(39) is similar with time-domain model.
For τ = Ts, 2Ts, . . . ,NTs, the new data matrix can be

expressed as

RX21 (α) = [rαX21
(Ts), rαX21

(2Ts), . . . , rαX21
(NTs)]. (40)

Thenwe applyMUSIC algorithm to estimate the DOAs of the
sources. The algorithm is called as Dual Channels MUSIC
(DC-Cyclic-MUSIC) algorithm. The process is expressed as
follow:
Step 1: Calculate the cyclic autocorrelation function

Rαxm (t + tm + εtm−1 , τ ) of the xm(t + tm + εtm−1 ).
Step 2: Form the new data matrix RX21 (α), and calculate

correlation function C(α) of RX21 (α) .

C(α) = RX21 (α) • (RX21 (α))
H (41)

Step 3: Attain its eigenvectors by EVD of C(α) . It can be
expressed as

C(α) = [SαGα]
[∑

Sα 0
0
∑

Gα

]
[SαGα]H . (42)

Step 4: Calculate pseudo-spectral p(θ ) .

p(θ ) =
bH (θ )b(θ )

bH (θ )GαGH
α b(θ )

(43)

The DOAs are obtained by finding the K maximum extreme
points of p(θ ). The directions associated with the extreme
points are the DOAs of incoming signals.

FIGURE 3. The RMSE of four algorithms in different SNR.

V. SIMULATION
In this section, a series of numerical experiments under dif-
ferent conditions are conducted to examine the performance
of the proposed methods. We mainly concerned how the
signal bandwidth and the switch interval error affect the
performance of SC-MUSIC algorithm, SC-Cyclic-MUSIC
algorithm and DC-Cyclic-MUSIC algorithm in different
signal-to-noise ratio (SNR). Suppose that two BPSKmodula-
tion signals impinge on a 16-sensor uniform line array from
two random directions in (−90o 90o) . The sample rate is
32MHz, so the sample period Ts is 1/32µs. The data for every
trail is 8192 samples of each sensor and τ is Ts, 2Ts, . . . , 8Ts.
The accuracy of the DOA estimate is measured by 1000
Monte Carlo runs in terms of the root mean square error
(RMSE) which is defined as

RMSE =

√√√√ 1
1000

1000∑
i=1

K∑
k=1

(
_

θ
(i)

k − θk )2, (44)

where
_

θ
(i)

k is the estimate of for the ith trial of θk , and K is
the number of impinging signals. Additionally, to assess the
overall reliability of all the algorithms, the Probability of
Successful Detection (PSD) is defined as

Probability of Successful Detection = Fs
/
F ,

where F is the number of trials and is set to be 1000. Fs is the
number of trials which the root mean square error is within 3o.

A. DOA ESTIMATION WITH DIFFERENT BANDWIDTH
Case 1: This experiment examines the performance of
SC-MUSIC algorithm, SC-Cyclic-MUISC algorithm and
DC-Cyclic-MUISC algorithm for certain bandwidth in dif-
ferent SNR and compared with MUSIC algorithm using
16-channel receiver. Suppose that the bit rate of two BPSK
signals is 4Mb/s. The cyclic frequency is 4MHz, respectively.
The SNR is set varied from −10dB to 5dB in steps of 1dB.
For SC-MUSIC algorithm, assumed that the switch interval
from one sensor to another is Ts. Fig.3 shows the RMSE of
four algorithms in different SNR.

As shown in Fig.3, the RMSE of SC-Cyclic-MUSIC algo-
rithm is similar with the classical 16-channel MUSIC algo-
rithm, and the RMSE of DC-Cyclic-MUSIC algorithm is
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FIGURE 4. The RMSE of three algorithms in different bandwidth.
(a) SC-MUSIC algorithm. (b) SC-Cyclic-MUSIC algorithm.
(c) DC-Cyclic-MUSIC algorithm.

few larger, but the RMSE of SC-MUSIC algorithm is much
larger than others.
Case 2: This experiment examines the performance of

the SC-MUSIC algorithm, SC-Cyclic-MUISC algorithm and
DC-Cyclic-MUISC algorithm for different bandwidth in cer-
tain SNR. Suppose that the bit rate of two BPSK signals
is 1Mb/s, 2Mb/s, 4Mb/s, 8Mb/s and the SNR is set varied
from −10dB to 5dB in steps of 1dB. For SC-MUSIC algo-
rithm, assumed that the switch interval from one sensor to
another is Ts. Fig.4 shows the RMSE of three algorithms in
different bandwidth, correspondingly. As is shown in Fig.4,
the RMSE of the SC-MUSIC algorithm enlarges quickly as
the bit rate increases. The performance of the SC-MUSIC
algorithm degrades quickly because the approximation error
of 9(f ), and A increases as the bit rate increases. For
the SC-Cyclic-MUSIC algorithm and DC-Cyclic-MUSIC

FIGURE 5. The RMSE of three algorithms with different switch error.
(a) no switch error. (b) switch error = 10µs. (c) switch error = 100µs.

algorithm, there has no any approximation, so the RMSE
of SC-Cyclic-MUSIC algorithm and DC-Cyclic-MUISC
algorithm is little affected by signal bandwidth. The RMSE
of two algorithms are almost same in different bit rates.

B. DOA ESTIMATION WITH DIFFERENT SWITCH ERROR
Case 3: This experiment examines the performance of
SC-MUSIC algorithm, SC-Cyclic-MUSIC algorithm and
DC-Cyclic-MUSIC with switch error in different SNR. Sup-
pose that the bit rate of two BPSK signals is 4Mb/s. The
SNR is set varied from −10dB to 5dB in steps of 1dB
and the switch interval between two sensors is 32µs, with
no switch error, 10µs error and 100µs error. Fig.5 shows
the RMSE of three algorithms. Figs.6 shows the Proba-
bility of Successful Detection of three algorithms. As is
shown in Fig.5 and 6, the RMSE of SC-MUSIC algorithm,
SC-Cyclic-MUSIC algorithm increases quickly and the
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FIGURE 6. The probability of successful detection of three algorithms in
certain switch error. (a) no switch error. (b) switch error = 10µs. (c) switch
error = 100µs.

Probability of Successful Detection approaches to zero when
the switch errors are 10µs and 100µs. But the performance
of DC-Cyclic-MUSIC algorithm is not affected by the switch
error. The RMSE and the Probability of Successful Detection
of DC-Cyclic-MUSIC algorithm keeps in a reasonable range.
Case 4: This experiment examines the performance of

SC-MUSIC algorithm, SC-Cyclic-MUSIC algorithm and
DC-Cyclic-MUSIC with different switch error in certain
SNR. Suppose that the bit rate of two BPSK signals is 4Mb/s.
The SNR is 10dB and the switch interval between two sensors
is 32µs with an uncertain error. The switch error in µs is
a Gaussian sequence with variance varied from 1 to 100
in steps of 2 dB. Fig.7 shows the Probability of Successful
Detection of three algorithms. As is shown in Fig.7, the per-
formance of SC-MUSIC algorithm and SC-Cyclic-MUSIC
algorithm degrade soon when the switch error increases but
the DC-Cyclic-MUSIC algorithm is not affected.

FIGURE 7. The probability of successful detection of three algorithm with
different switch error.

VI. CONCLUSION
Based on cyclostationarity, the signal models for DOA
estimation using single channel and double channels are for-
mulated, and SC-Cyclic-MUSIC algorithm and DC-Cyclic-
MUSIC algorithm are proposed correspondingly. Computer
simulation has proved that two algorithms have good per-
formance when the switch interval between two sensors
is known exactly. But when switch interval has an uncer-
tain error, the performance of SC-Cyclic-MUSIC algorithm
degrades soon. The DC-Cyclic-MUSIC algorithm resolves
the problem of DOA estimation when the switch interval has
an error. Moreover, compared with SC-MUSIC algorithm,
SC-Cyclic-MUSIC algorithm and DC-Cyclic-MUSIC algo-
rithm are not affected by signal bandwidth. They work well
even if the sources are wide-band signal.

ACKNOWLEDGMENT
The authors would like to thank the anonymous reviewers for
their careful review and constructive comments.

REFERENCES
[1] R. Schmidt, ‘‘Multiple emitter location and signal parameter estimation,’’

IEEE Trans. Antennas Propag., vol. 34, no. 3, pp. 276–280, Mar. 1986.
[2] A. Napolitano, ‘‘Cyclostationarity: New trends and applications,’’ Signal

Process., vol. 120, pp. 385–408, Mar. 2016.
[3] T. Liu, T. Qiu, and S. Luan, ‘‘Cyclic correntropy: Foundations and theo-

ries,’’ IEEE Access, vol. 6, no. 99, pp. 34659–34669, 2018.
[4] Y. Xiang, D. Peng, I. Ubhayaratne, B. Rolfe, and M. Pereira, ‘‘Second-

order cyclostationary statistics-based blind source extraction from convo-
lutional mixtures,’’ IEEE Access, vol. 5, pp. 2169–3536, 2017.

[5] M. Elgenedy, M. Sayed, N. Al-Dhahir, and R. C. Chabaan, ‘‘Cyclostation-
ary noise mitigation for SIMO powerline communications,’’ IEEE Access,
vol. 6, pp. 5460–5484, 2018.

[6] F. Jin, T. Qiu, and T. Liu, ‘‘Robust cyclic beamforming against cycle
frequency error in Gaussian and impulsive noise environments,’’ AEU-Int.
J. Electron. Commun., vol. 99, pp. 153–160, Feb. 2019.

[7] W. A. Gardner, A. Napolitano, and L. Paura, ‘‘Cyclostationarity: Half
a century of research,’’ Signal Process., vol. 86, no. 4, pp. 639–697,
Apr. 2006.

[8] W. A. Gardner, ‘‘Simplification of music and esprit by exploitation of
cyclostationarity,’’ Proc. IEEE, vol. 76, no. 7, pp. 845–847, Jul. 1988.

[9] S. V. Schell and W. A. Gardner, ‘‘Progress on signal-selective direc-
tion finding,’’ in Proc. 5th ASSP Workshop Spectr. Estimation Model.,
Oct. 1990, pp. 144–148.

[10] S. V. Schell, R. A. Calabretta, W. A. Gardner, and B. G. Agee, ‘‘Cyclic
music algorithms for signal-selective direction estimation,’’ in Proc. Int.
Conf. Acoust., Speech, Signal Process., vol. 4, May 2002, pp. 2278–2281.

54794 VOLUME 7, 2019



Z. Wang et al.: DOA Estimation Using Single or Dual Reception Channels Based on Cyclostationarity

[11] P. Chargéand Y. Wang, ‘‘A root-music-like direction finding method for
cyclostationary signals,’’ Eurasip J. Adv. Signal Process., vol. 1, no. 1,
pp. 69–73, Jan. 2005.

[12] I. P. Pokrajac and D. Vučić, and M. Erić, ‘‘Direction of arrival estima-
tion via exploitation of cyclostationarity: A frequency-domain approach,’’
in Proc. Int. Conf. Comput. Tool, Nov. 2006, pp. 1606–1609.

[13] I. P. Pokrajac and D. Vučić, ‘‘One-step signal selective direct positioning
algorithm of cyclostationary signals,’’ in Proc. Eur. Conf. Circuits Syst.
Commun., Nov. 2011, pp. 298–301.

[14] G. Xu and T. Kailath, ‘‘Direction-of-arrival estimation via exploitation of
cyclostationary-a combination of temporal and spatial processing,’’ IEEE
Trans. Signal Process., vol. 40, no. 7, pp. 1775–1786, Jul. 2002.

[15] H. Yan and H. H. Fan, ‘‘On improvements of cyclic music,’’ in Proc.
Eurasip J. Adv. Signal Process., vol. 1, pp. 1–8, Jan. 2005.

[16] Z. M. Liu, Z. T. Huang, and Y. Y. Zhou, ‘‘Generalized wideband cyclic
music,’’ Eurasip J. Adv. Signal Process., vol. 1, p. 42, Jan. 2009.

[17] J. Liu, Y. Lu, Y. Zhang, and W. Wang, ‘‘DOA estimation with enhanced
DOFs by exploiting cyclostationarity,’’ IEEE Trans. Signal Process.,
vol. 65, no. 6, pp. 1486–1496, Mar. 2017.

[18] J. Song and F. Shen, ‘‘Improved coarray interpolation algorithmswith addi-
tional orthogonal constraint for cyclostationary signals,’’ Sensors, vol. 18,
no. 1, p. 219, 2018.

[19] W. Su, H. Gu, J. Ni, G. Liu, and G. Zhang ‘‘A performance analysis of
the MUSIC algorithm in the presence of amplitude and phase errors,’’
in Proc. IEEE Nat. Aerosp. Electron. Conf. (NAECON), Oct. 2000,
pp. 653–660.

[20] L. Yu, N. Wang, H. Zhu, Y. Chen, and T. Jiang, ‘‘Simulation research
to finding direction precision based on music algorithm in non-uniform
circular array,’’ in Proc. IEEE Int. Conf. Commun. Technol., Oct. 2016,
pp. 142–146.

[21] A. Cantoni, ‘‘Application of orthogonal perturbation sequences to adaptive
beamforming,’’ IEEE Trans. Antennas Propag., vol. 28, no. 2, pp. 191–202,
Mar. 1980.

[22] B. G. Wahlberg, I. M. Y. Mareels, and I. Webster, ‘‘Experimental and
theoretical comparison of some algorithms for beamforming in single
receiver adaptive arrays,’’ IEEE Trans. Antennas Propag., vol. 39, no. 1,
pp. 21–28, Jan. 1991.

[23] Y. Zhao, D. Ju, B. G. Wahlberg, I. M. Y. Mareels, I. Webster, ‘‘Com-
ments on ‘Experimental and theoretical comparison of some algorithms
for beamforming in single receiver adaptive arrays’ [with reply],’’ IEEE
Trans. Antennas Propag., vol. 43, no. 11, pp. 1348–1349, Nov. 1995.

[24] H. De-xiu, L. Dong-hai, and C. Hao, ‘‘A new approach of high resolution
direction finding using single channel receiver,’’ in Proc. Int. Conf. Image
Anal. Signal Process., Apr. 2010, pp. 513–517.

[25] J. Li, L. Zhao, X. Ge, and Z. Sun, ‘‘Super-resolution direction finding
algorithm for arbitrary number of channels,’’ Chin. J. Radio Sci., vol. 28,
no. 4, pp. 771–774, Aug. 2013.

[26] C.-M. S. See, ‘‘A single channel approach to high resolution direction
finding and beamforming,’’ in Proc. IEEE Int. Conf. Acoust., Speech,
Signal Process., vol. 5, pp. V-217-1–V-217-20, Apr. 2003.

[27] J. Y. Qu, Z. G. You, and J. Y. Zhang, ‘‘Single receiver direction finding
based on recovering multiple signals by interpolation,’’ Syst. Eng. Elec-
tron., vol. 1, no. 29, pp. 21–23, 2007.

[28] K. Zhang, ‘‘Effects of switch interval on direction finding in switch antenna
array,’’ (in Chinese), Signal Processing, vol. 28, no. 8, pp. 1180–1186,
Aug. 2012.

[29] Z. Wang, W. Xie, and Q. Wan, ‘‘SCC-MUSIC algorithm for DOA estima-
tion based on cyclostationarity,’’ in Proc. CIE Int. Conf. Radar, Oct. 2017,
pp. 1–5.

[30] W. A. Gardner, W. Brown, and C.-K. Chen, ‘‘Spectral correlation of
modulated signals: Part II—digital modulation,’’ IEEE Trans. Commun.,
vol. COM-35, no. 6, pp. 595–601, Jun. 1987.

ZHANGSHENG WANG (S’17) is currently pursu-
ing the Ph.D. degree with the School of Electronic
Engineering, University of Electronic Science and
Technology of China (UESTC), Chengdu, China.
He is also with Tongfang Electronic Technology
Corporation. His research interests include array
signal processing and signal recognition.

WEI XIE (S’17) was born in Neijiang, Sichuan,
China, in 1989. He received the B.S. degree
in electronic information science and technology
from Yantai University, Yantai, China, in 2011,
and the Ph.D. degree from the School of Electronic
Engineering, University of Electronic Science and
Technology of China (UESTC), Chengdu, China,
in 2017. He is currently with the Southwest China
Institute of Electronic Technology. His research
interests include array signal processing, sparse

signal representation, and radio localization.

YANBIN ZOU (S’13) received the B.S. degree
in electronic information engineering from the
Hebei Normal University of Science and Technol-
ogy, Qinhuangdao, China, in 2011. He is currently
pursuing the Ph.D. degree with the Department
of Electronic Engineering, University of Elec-
tronic Science and Technology of China, Chengdu,
China. His research interests include source local-
ization and array signal processing.

QUN WAN (M’04) received the B.Sc. degree in
electronic engineering from Nanjing University,
in 1993, and the M.Sc. and Ph.D. degrees in elec-
tronic engineering from the University of Elec-
tronic Science and Technology of China (UESTC),
in 1996 and 2001, respectively. From 2001 to
2003, he held a postdoctoral position with the
Department of Electronic Engineering, Tsinghua
University. Since 2004, he has been a Professor
with the Department of Electronic Engineering,

UESTC. He is currently the Director of the Joint Research Lab of Array
Signal Processing and an Associate Dean of the School of Electronic Engi-
neering. His research interests include direction finding, radio localization,
and signal processing based on information criterion.

VOLUME 7, 2019 54795


	INTRODUCTION
	BACKGROUND
	CYCLOSTATIONARITY
	ARRAY MODEL
	MUSIC ALGORITHM

	SINGLE CHANNEL MUSIC ALGORITHM
	THE EXISTING SINGLE CHANNEL MUSIC ALGORITHM
	DISCUSSION
	THE IMPROVED SINGLE CHANNEL MUSIC ALGORITHM
	ANALYSIS

	DUAL CHANNELS MUSIC ALGORITHM
	SIMULATION
	DOA ESTIMATION WITH DIFFERENT BANDWIDTH
	DOA ESTIMATION WITH DIFFERENT SWITCH ERROR

	CONCLUSION
	REFERENCES
	Biographies
	ZHANGSHENG WANG
	WEI XIE
	YANBIN ZOU
	QUN WAN


