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ABSTRACT To reduce the passive localization bias caused by the nonlinearity between the target position
and measurements under high noise level and poor geometry conditions, the bias compensation method for
known altitude target geolocation using angles of arrival (AOA) obtained by a single satellite is proposed.
The basic idea of this method is to estimate the bias first, and then subtract it from the estimation of the
target position. Different from existing bias estimate methods which perform Taylor-series expansion on
the maximum likelihood (ML) cost function, the proposed method directly applies Taylor-series expansion
on the closed-form target location estimate. Interestingly, the expectations of the odd-order expansion
terms of the Taylor-series in the proposed method are equal to zero, which indicates that higher bias
estimation accuracy can be achieved with the same order of expansion compared with the existing methods.
Furthermore, the theoretical analysis is performed and the result indicates that the Euclidean norm of the bias
is independent of the azimuth angle and is positively correlated with the elevation angle. Finally, the computer
simulations verify the superior performance of the proposed method and the theoretical analysis.

INDEX TERMS Angle of arrival, bias compensation, passive localization, satellite, Taylor-series expansion.

I. INTRODUCTION

Satellite-based passive localization technique has been exten-
sively applied in many areas, such as radar, reconnaissance
and wireless communications [1]-[7]. When the target is
static, with known altitude on the surface of the Earth, its
position can be uniquely determined using a single low orbit
satellite geolocation system with two steps. First, the angle
of arrival (AOA) of the target signal received at the sin-
gle satellite is estimated [8], [9]. And then, the obtained
AOA measurements are exploited to achieve target position
using the closed-form or iterative-form estimator, such as the
weighted least squares (WLS) [10], [11], or the maximum
likelihood (ML) estimator [12] etc.

Because of the high nonlinearity between the AOA mea-
surements and the target position, geolocation bias always
exists in the target position estimate [13], [14]. When the
noise is at a low level, the bias is not significant, and the mean
square error (MSE) can be close to the Cramér-Rao lower
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bound (CRLB) [13]. However, the bias cannot be ignored
when the noise is at a high level. The estimation performance
may be seriously deteriorated [15], wherefore the MSE will
deviate evidently from CRLB [16].

The direct way to reduce the geolocation bias caused
by the nonlinearity is to progressively enhance the perfor-
mance of geolocation algorithms. For example, the Weighted
Stansfield in Three Dimensions (WS3D) algorithm [17] for
bearings-only geolocation introduces a weighting matrix
using the bearings variances and range information to reduce
the estimation bias. However, it works well only at low or
moderate noise level. The iterative Taylor-series method [18]
using Gauss-Newton implementation of the maximum likeli-
hood estimator (MLE) is asymptotically unbiased. But this
iterative-form method generally needs an initial position
guess that is near the actual solution, otherwise it may con-
verge to a local minimum solution.

Another alternative is to first obtain the bias and then
subtract it from the target position estimation. Reference [19]
proposed a bias compensation algorithm from the weighted
least squares (WLS) estimator in multipulse time difference
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of arrival (TDOA) localization. Reference [20] developed a
reduced-bias pseudolinear estimator for bias compensation
in bearings-only geolocation. These closed-form bias are
derived by calculating the expectation of weighted noise
under the assumption that the number of measurements is
enough large. However, this assumption may not be available
in most cases. Gavish and Weiss [21] derived the theoretical
bias of the MLE for bearings-only tracking. They found that
in contrast with the closed-form estimator, the MLE pro-
vided asymptotic unbiased estimates. Rui and Ho [15], [22]
derived the bias by performing Taylor-series expansion of the
maximum likelihood (ML) cost function up to second order.
This method can achieve a good result at small or moder-
ate noise level with good geolocation geometry. However,
the performance of the bias estimation will be deteriorated
when geometry is poor and the noise level is high.

To solve this problem in the bias estimator using
Taylor-series expansion, one obvious idea is to expand the
Taylor-series in [22] up to three and even higher order, but it
is intractable to derive and computational intensively. Moti-
vated by these facts, a new closed-form bias estimate and
compensate algorithm is proposed in this paper. Bias compen-
sation is done by first estimating the bias and then subtracting
it from the target position estimate. The major contributions
and innovations of this paper can be concluded as follows.

o A closed-form target position estimate is first obtained
using the elevation and azimuth angles by a single satel-
lite under the spherical Earth model. The proposed bias
estimator is then derived by Taylor-series expansion on
the closed-form target location estimate, instead of the
ML cost function [22].

o It is observed that the expectations of the odd-order
Taylor-series expansion terms in the proposed bias esti-
mate method are equal to zero. This means that all bias
information is contained in the even-order expansions.
Thus, the same expansion order can be used to achieve
higher bias estimation accuracy compared with existing
methods.

o The closed-form formula of the Euclidean norm of the
estimated bias is derived. Theoretical analysis indicates
that the Euclidean norm of the bias is positively corre-
lated with the elevation angle and the measurement noise
level, but independent of the azimuth angle.

The rest of this paper is organized as follows. We formu-
late the geolocation problem in consideration in Section II.
The proposed bias estimation and compensation method is
derived in Section III. Bias estimate analysis is presented in
Section I'V. Simulation results and conclusions are given in
Section V and Section VI respectively.

Il. PROBLEM FORMULATION

The geolocation scenario by a single satellite is shown
in Fig. 1. There is a static emitter on the surface of the
Earth with known altitude hy. The position of the emit-
ter and satellite under the ECEF (earth-center earth-fixed)
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FIGURE 1. Geolocation scenario by a single satellite (xe, ye, and ze are
the coordinate axes of the earth-center earth-fixed coordinate system. xg,
Yg. and zg are the coordinate axes of the satellite coordinate system).

coordinates [23] are denoted as x9 = [x% )9 2 ]T and
=[x 0 LT

The satellite coordinate system [2], denoted as System g,
is defined as follows. The origin of the coordinates lies in the
center of the satellite, the x, axis is the longitudinal axis of
the satellite, with the forward direction of the satellite motion;
the y, axis lies in the starboard of the satellite, perpendicular
to the longitudinal axis; and the z; axis is downwards of the
coordinate system, points to the earth center.

Without the loss of generality, we consider the geolocation
problem under the spherical Earth model. The unknown target
position x(% is assumed to be related to the target altitude

via [24]
xTx) = R+ ho)?, (1

where R = 6378.137 km is the equatorial radius of the earth,
hy is the altitude of the target.

The sensors mounted on the satellite receive the source
signal and then estimate the elevation angle and azimuth
angle. Let ” and B° be the true elevation angle and azimuth
angle in the satellite coordinate system [23]. The estimated
elevation angle o and azimuth angle 8 can be expressed
as,

T 0
m=[a B] =m’+e,, )
where m® = [ao ,30 ]T and &, = [80, g ]T is the
additive measurement noise. We assume that &,, is Gaus-
sian noise with zero mean and covariance matrix Q. Thus,
the probability density function of measurement vector m is

p(m) = «/|2;7T—Q| exp (—% (m —m0>TQ_1 (m —m0)> )

3)
o2 0 .. .
where Q = 01 o2 | o1 and o are the noise intensity of

observed elevation and azimuth angles respectively.
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FIGURE 2. Definitions of the elevation angle and azimuth angle in the
satellite coordinate system (xg is the line of sight vector).

As shown in Fig. 2, definitions of o and g° are given as,

o¥ = arccos = % . = |- (4a)
()" + () + (=)

0
Y = arctan (y—g> : (4b)

Xp

where x) = [x) ) z0] is the line of sight (LOS) [2]

vector in the satellite coordinate system (System g), and it
can be calculated by

=M (xg—xg) , (5)

where M is a coordinate transformation matrix [23] for con-
verting the coordinates from the ECEF coordinate system to
the satellite coordinate system. It can be calculated by some
matrix operations when the satellite attitude angles (yaw,
pitch, and roll) are measured [23]. Denoting the yaw, pitch,
and roll of the satellite as €, ¢, and ¢ respectively, then M can
be calculated by,

M = P ({)Py(e)P(¢), (6)
where P.(¢), Py(¢), and P,(¢) are rotation functions,
1 0 0
Py(¢)= |0 cos(¢)  sin(¢) |, @)
|0 —sin(¢)  cos(¢)
[cos(e) 0 —sin(e)]
Py(s = 0 1 0 , ®)
| sin(e) O cos(e) |
[ cos(e)  sin(e) O]
P,e = | —sin(e) cos(e) O]. )
. 0 0 1]
Thus, we can deduce that the determinant of M is equal to 1,
M| = |[Pc(O)IPy(e)|P(e)] = 1. (10)

where | % | denotes the determinant of a matrix.

The problem at hand now is to use the measurement given
in (2) to determine the target position and compensate the
geolocation bias.
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FIGURE 3. Distance between the target and satellite, and its relationship
with the angle measurement.

Ill. BIAS COMPENSATION

In this section, a closed-form target location estimator using
elevation and azimuth angle is firstly derived. And then, the
bias estimator is proposed by applying Taylor-series expan-
sion on the derived target location estimate. Meanwhile, the-
oretical analysis is performed to manifest the characteristic
of the proposed method. Finally, bias is compensated by sub-
tracting the estimated bias from the target location estimate.

A. CLOSED FORM LOCALIZATION ESTIMATOR
The target location estimate can be obtained from (5) that

ir =x0— M %, (1)

where X, is the measured LOS vector in the satellite coordi-
nate system.

By the definition of elevation angle « and azimuth angle
B, X;, can be written as [2]

- N A A 1T
f=ru=[% 3 ]

= [rsinacosB  rsinasinf —rcosoz]T . (12)
where u = [sinacosf  sinasinf —cosa ]T, r is the
distance between the target and satellite. It can be seen
from (11) and (12) that once r is obtained, the target location
X7 can be easily estimated.

According to the geometry configuration shown in Fig. 3,

we can obtain that

r= Hx(% —x? =R+ h)cosa
— (R4 hg)cos (@ +6), (13)
W =R+ h)sina, (14a)
. W
Sll’l(O[ + 9) = m (14b)

where ||*| denotes the Euclidean norm, & is the satellite
altitude, 6 is the geocentric angle between the satellite and
the target.

Therefore, the cosine of angle o + 0 is

. W
cos (@ + 0) = cos (arcsm (m>>
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22
:\/1_ (R 4+ h)~ sin oz. (15)

(R + ho)?

After Substituting (15) into (14a), the calculation of parame-
ter r can be given by

(R + h)*sin’ «
(R+ho)?>

It is observed that r is related to R, h, hg, and «. Therein the
radius of the earth R is a constant, the altitude of target iy and
satellite 4 are known variables. Thus, the distance between
the satellite and target r only depends on the elevation angle
o, and is independent of the azimuth angle §.

Finally, we can obtain the closed-form target location esti-
mate X7 from (11),(12) and (16),

r:(R—i—h)cosa—(R—}-ho)\/l (16)

rsina cos B8
rsinasing | . 17
—rcosa

X7 =.7C?—M_1

B. BIAS ESTIMATION AND COMPENSATION
In this subsection, we first derive the closed-form bias for-
mula. Bias is then deducted from the target location estimate.
The geolocation bias is defined as [13]
b, = E (&7 — %), (18)
where E () represent the statistical expectation .
Substituting (11) into (18) gives
~ 1
by, =M E (% - x}). (19)
Equation (19) shows that the estimation of bg, can be
replaced by deriving E (£, — x). Let
bs, = E (% —x}) (20)

It can be indicated from (12) that X}, is a nonlinear function
of the measurement vector m. The Taylor-series expansion of
N T .

ipatm® =[a® B°] up to the nth order is

Fp=x)+ aamil; o (m —mo)
_ ). }
(m — mo)T 8315% o m —m")
+% (m —m?)" aiayjﬂ o )
o
G —m®)T 85’% )|
Fo b (mo) 1)

where b" (m°) is the nth order expansion term of £5,

b ('”0) =[5 (m°) B (m®) b2 (m) ", (22)
with

) = (a - ao)p (Ig _ 130>”_1” @3%)
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1 & "%
p(m) = — cr ——2 , 23b
* (m ) n! ;ﬂ;(}’) " aPIB P |y (23b)
l « 3"
n 0y _ — P -7
by (m ) T ;fn(P)Cn daPopn—r m:m(), (23¢)
1 n 8”2[7
v (m) = — cr —=2 23d
z (m ) n! [;fn(p) n 8ap8ﬂn_p m:mO ( )

Under the independent Gaussian noise assumption we get
that [25],

E (fu(p)) = 0, ifn = odd. (24)
Substituting (24) into (22) gives
E (b” <m0)) —0, ifn=odd. (25)

Using the above conclusion and ignoring the expansion terms
higher than second order yields

by, = E (87 (m°)) =[x by b 26)

where
b= E (83 (m”)) B2 2, T 2 @7)
— = o (o]

! x da2 T 8B 2 )|
3% 3%

by =E (b} (m°)) = ( —lof + =03 28

y=E (57 () (80{201 T2 %) Y
92z, 822,

b=E<b2 m0>=<—2+—2) 29

¢ : (n°) 2% T g )|, @

Thus, we can present the desired bias in the ECEF coordinates
by, = M by, . (30)

The estimated bias can be used to improve the localiza-
tion accuracy through bias compensation, which is done
by subtracting the estimated bias from the target location
estimation [20]. A bias compensated target location estimate
can be formulated as

Rrpe = %1 — by, 31)

If we have multiple location estimates of a static tar-
get, the bias compensated target location estimate can be
then calculated by using the weighted least squares (WLS)
estimator [13],

K
. ~1
XWpc = (ZRk )
k=1

where K is the observation times for a given target. X7, (k)
is the kth bias compensated target location estimate. Ry is the
weighting matrix, which is the CRLB of the geolocation error.

It can be seen from (31) that the key to bias compensa-
tion is the bias estimation. The accuracy of the bias esti-
mation determines the performance of bias compensation.
The proposed bias estimate method has the property that
the expectations of the odd-order expansion terms are equal
to zero. This means that all bias information is contained

_lK

DR g (k). (32)

k=1
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in the even-order expansions. Thus, we can achieve higher
bias estimation accuracy with the same order of expansion
compared to existing methods. Furthermore, we can obtain
better geolocation performance after bias compensation.

IV. BIAS ESTIMATE ANALYSIS

To find the mathematical relationship between the bias esti-

mate and the elevation, azimuth angle, and noise intensity,

we derive the Euclidean norm of the bias in this section.
The Euclidean norm of the bias can be derived from (30).

By noting that [M| = 1 has been derived in (10), we get that

’ b,

Without the loss of generality, the noise variances of the
azimuth and elevation angle measurements are normally the
same, which means that 012 = 022 = o2. Substituting the

definition of bg, (26) into | bz, || yields

A A \2 24 a2 \ 2
923, 923 azyb 02yb

=,

% BEEE

bs, | = — o b L) (34
I8, 1= () (34)
da2 9p2
Substituting the definition of X5 (12) into (34) yields
% _ _incos pi (352)
—— = —sinacos , a
3p2 !
8%y
Wyzb = —sinasin BA, (35b)
32
2 _ . (35¢)
0p2
8%
2 _ sina cos BAs, (36a)
da?
829
2 — sinasin B, (36b)
Ja
82 92 (r cos o)
= — = . 36C
da? a2 3 (36¢)
where

PAE)
(R+ho)\/ o RED Sy cose, (37)

Al = R
ka
Ny = ——, 38
2= B (38a)
3
(R+ h)?sina \°
ki = (1 - . (38b)
ky = vIAv,. (38¢)
where
v = [cos4a cos’a  cosa 1] , 39)
vy =[R* Rh RW RW h*], (40)
4 16 24 16 4
0 —-12 -30 -24 -6
A= 0 —4k; 0 0 0 |’ @1
—4k; 2 9 8 2
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FIGURE 4. RB2C results versus elevation angle.

Substituting (36a) and (36) into (34) gives

where Aj, A, and A3z are independent of the azimuth
angle 8.

It can be obviously seen from (42) that the Euclidean
norm of the bias is independent of the azimuth angle S,
but positively correlated with the elevation angle « and the
measurement noise intensity o.

b;

2
o
| = 7\/sin%((m + Ao) + Az, (42)

V. SIMULATION
Computer simulations are presented in this section with three
sets of examples. The first evaluates the influence of bias
on localization performance to show the necessary of bias
compensation. The second examines the bias behaviors to
verify the theoretical analysis of bias estimate in section IV.
The last one exhibits the bias compensation performance of
the proposed method, by comparing it with the ML cost
function method [22]. The satellite orbits around the earth
with a orbital altitude # = 700 km, and the target alti-
tude hp = O km. The yaw, pitch, and roll angles of the
satellite are zero for ease of illustration, so that the coor-
dinate transformation matrix M = I3. The covariance
matrix Q = o2I,, where o is the noise intensity of angle
measurements.

We introduce the ratio of bias to CRLB (RB2C) as criterion
to examine the effect of bias on localization accuracy,

tr (CRLB(xY)
RB2C (x)) = ( a ), 43)

bo
X7

where tr(x) denotes the trace of a matrix. The con-
strained CRLB of geolocation error CRLB(x(}) is derived in
Appendix. Apparently, the larger the RB2C (x%.), the greater
the influence of bias on localization accuracy.
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FIGURE 5. CRLB, RMSE, Theoretical and Simulation Bias versus azimuth
angle. (a) Deployment. (b) Simulation Result.

For each given simulation, the bias and RMSE (root mean
square error) of the target position estimate are computed over
N = 100000 ensemble runs, which are defined as follows.

N
. TN
Bias — NE 1: (x’T—xT) : (44)
=
1 Y 2
Al 0
RMSE = | =Y xlT—xT\ , (45)

i=1
where fc'T is the target position estimate at ensemble i.

A. RB2C ANALYSIS

Fig. 4 depicts the RB2C in different elevation angles and
noise levels. The longitude and latitude of the subsatellite
point is (123.96°, 23.39°) and the azimuth angle 8 is fixed
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FIGURE 6. CRLB, RMSE, Theoretical and Simulation Bias versus elevation
angle. (a) Deployment. (b) Simulation Result.

at 30°. The elevation angle a0 varies from 20° to 60°, and the
noise intensity o is equal to 1°, 3°, 5°, 7° respectively.

It can be seen from Fig. 4 that the RB2C is positively
correlated with the elevation angle and noise level. Without
the loss of generality, we say a bias is not negligible when the
RB2C is greater than 0.1. When the noise intensity o = 1°,
the RB2C is less than 0.1 for all elevation angles. When the
noise intensity o = 7°, the RB2C is greater than 0.1 when
the elevation angle is greater than 40°. It can be seen that the
bias cannot be ignored (RB2C > 0.1) under the circumstance
that at high noise level and with large elevation angle (i.e.,
geolocation geometry is poor).

B. BIAS ANALYSIS

Fig. 5 shows the simulation results as a function of the
azimuth angle. Therein, Fig. 5a is the geolocation sce-
nario. There are 12 targets uniformly distributed around the
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FIGURE 7. CRLB, RMSE, Theoretical and Simulation Bias versus
measurements error variance o 2. (a) Deployment. (b) Simulation Result.

subsatellite point, the noise intensity o and the elevation angle
¥ are fixed at 1° and 30° respectively.

It can be seen from Fig. 5b that the bias is independent
of the azimuth angle, which is consistent with the theoretical
analysis in (42). Besides, the CRLB and RMSE are also
independent of the azimuth angle.

Fig. 6 shows the simulation results as a function of the
elevation angle. The scenario is illustrated in Fig. 6a. The
azimuth angle B° is fixed at 30° and the noise intensity
o = 1°. From Fig. 6b, we observe that the bias rises
as the elevation angle increases. The results are consistent
with the theoretical analysis in (42). Moreover, the bias rises
faster than the CRLB and RMSE when the elevation angle
increases.

Fig. 7 shows the results as a function of the angle measure-
ments noise level. The real elevation angle and azimuth angle
are fixed at o® = 50° and B° = 30°, as shown in Fig. 7a.
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FIGURE 9. Comparison of bias compensation results in single
measurement condition.

It is found that the RMSE and bias increase with the noise
level. The simulated and theoretical bias can match very well
when the noise level is small, and the RMSE can reach the
CRLB approximately. When the noise level increases (greater
than 15 dB in Fig. 7), the simulated bias is bigger than the
theoretical one. This is because that we ignore the expansion
terms higher than second order, namely, the higher order
series also should be considered when the noise level is too
high.

Fig. 8 shows the bias estimate accuracy results as a function
of the noise level. The accuracy of the proposed bias estimate
method is compared with the maximum likelihood (ML)-
based bias estimate method [22] using the same geometry
in Fig. 7a. We found that both methods can estimate the bias
accurately at a low noise level, but the proposed method out-
performs the ML-based method in large noise intensity. The
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simulation results verify the higher bias estimate accuracy
of the proposed method over the ML-based method with the
same order of Taylor-series expansion.
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C. BIAS COMPENSATION

We provide two kinds of bias compensation results: single
measurement and multiple measurements. They use the bias
compensation methods in (31) and (32) respectively.

The geolocation performance of the proposed bias com-
pensation method is compared with the CRLB, ML-based
method [22], and no compensation method. The only differ-
ence between the proposed method and ML-based method is
the estimated bias used for compensation. The no compen-
sation method represents the original target location estimate
results without bias compensation.

Fig. 9 shows the bias compensation results in single mea-
surement condition. The scenario is described in Fig. 7a.
It can be seen that all the RMSEs are close to the CRLB
when the noise at a low noise (smaller than 10 dB). The
proposed method can still improve the RMSE when the noise
level is larger than 15 dB. However, the ML-based method
cannot improve the RMSE at this time. On contrary, its RMSE
is even bigger than that of the no compensation method.
On account of that the ML-based method cannot estimate the
bias accurately at high noise level (larger than 15 dB), so that
the bias compensated RMSE is accordingly larger since it has
subtracted a wrong bias.

Fig. 10 shows the bias compensation results in mul-
tiple measurements condition. The scenario is illustrated
in Fig. 10a. The longitude and latitude of the target is
(135°, 20°), and there are 25 subsatellite point with the eleva-
tion angle varying from 51.95° to 56.15°. This indicate that
the geolocation geometry is very poor. The RMSE and bias
results of all methods are shown in Fig. 10b and Fig. 10c
respectively. It can be seen that the two bias compensation
methods have almost the same performance when the noise
level increase from —10 dB to 15 dB. Furthermore, the pro-
posed method outperforms the ML-based method when the
noise level is larger than 15 dB.

VI. CONCLUSION

This paper performs an in-depth analysis of the bias in
geolocating a target on the surface of the Earth using AOA
measurements. Bias is derived by Taylor-series expansion
on the closed-form target location estimation, instead of the
ML cost function in existing methods. This difference brings
significant benefits from two aspects. First, the proposed
bias estimate method has the property that the expectations
of the odd-order Taylor-series expansion terms are equal to
zero. In summary, we can achieve higher bias estimation
accuracy with the same order of expansion compared with
existing methods. Second, the relationship between bias and
angle measurements can be shown more directly and clearly.
We discover that the Euclidean norm of the bias is positively
correlated with the elevation angle and the measurement
noise intensity, but independent of the azimuth angle. Sim-
ulation results show that the proposed bias estimation and
compensation method have better geolocation performance
with high measurement noise level and poor geolocation
geometry.
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APPENDIX

CRLB OF GEOLOCATION ERROR

This appendix derives the CRLB of x(%, denoted as
CRLB(x(}). As the target altitude hg is known, the CRLB
of x(% would be an equality-constrained one. To sim-
plify the derivation, we follow the re-parameterization
approach [26] and establish CRLB(x(}) via relating it to
the CRLB of ®° = [¢ <p]T, where ¢ and ¢ are
the target geodetic latitude and longitude. Specifically,
we have [13]

T
0
0. Bx(} o [ 0x7
CRLB(Y) = | -G | CRLB(®") ( =5 ) . (46)

Under the spherical Earth model, x(% is related to the target
geodetic latitude and longitude via [2]

X% = (R + ho) cos(¢) cos(¢), (47a)
¥> = (R + ho) cos(¢) sin(gp), (47b)
29 = (R + ho)sin(¢). (47c)
Thus, the partial derivatives 2L, is equal
us, (¢} par 1a erivatives W 1S equa 0
a0 — sin(¢) cos(¢)  —cos() sin(p)
a—{, = (R+ho) | —sin(¢)sin(p)  cos(¢) cos(p)
@ cos(¢) 0
(48)

It can be seen that under the independent Gaussian noise
model for AOA measurements,

—1
9x? axY
CRLB(®%) = | | =L T i 49
(@) 500 950 (49)

where F is the Fisher information matrix of the target position
x(% [13], which can be calculated by differentiating (3) in
matrix form,

3% 1Inp (m)

F = —E
2
ox7

=J'o7'1, (50)

where J is the Jacobian matrix, which can be calculated
by

Jo oo o

0 0 0

J— ox;p  Odyp  0zp (51
B B
dx) 05y 3z
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