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ABSTRACT This paper proposes a methodology for optimizing a class of robotic solar tracking systems
with two degrees of freedom using a heuristic approach. The proposal allows a balance to be found between
the energy consumption and tracking accuracy in the tracking system. The main purpose is the behavior
modification of the system through the combination of two manipulation strategies, one associated with
the energy savings and the other with the tracking error. The heuristic approach was implemented in a
solar tracking system with the end effector connected to a solar measurement device. Four energy-saving
strategies and three tracking strategies were developed, simulated, and implemented in the system. The
simulation results show that the resulting strategy combination (tracking error and energy saving approach)
led to 31.55% energy savings compared to the reference values, with a tracking error of 0.06◦. Moreover,
the experimental assessment of the same combination led to 26.98% energy is being saved, with an azimuthal
tracking error of 0.062◦ and elevation tracking error of 0.071◦. The preceding values support the aim of the
presented proposal to significantly reduce energy consumption while concurrently achieving a competitive
tracking error.

INDEX TERMS Energy consumption, heuristic optimization, solar tracking system, tracking error.

I. INTRODUCTION
The electrical energy supply at the global level has become
an ongoing concern due to the scarcity and high cost of
nonrenewable energy sources. The studies presented in [1]
foretell an increase in energy demand by 58% between
2004 and 2030. Renewable energy generation is projected
to increase 139%, reaching 1, 650 billion kilowatt-hours
(BkWh) by 2050 [2]; solar energy is considered as the most
promising technology to be developed in the short term
due to the considerable increase in its conversion efficiency
and its relative cost reduction in the recent years. However,
the overall transformation efficiency is still low, on the order
of 10−2 [3]. Therefore, it is necessary to develop new systems
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and methods that improve the efficiency of solar energy gen-
eration technologies. Some studies have focused on improv-
ing the efficiency of the process of converting solar energy
into electrical energy using the solar concentration technolo-
gies, new materials for solar cells, multijunction technolo-
gies, and hybrid systems, among others [4]–[6]. Other studies
seek to increase the performance of existing conversionmeth-
ods, developing solar tracking systems (STSs), novel tracking
algorithms, and advanced sensors, among others [7], [8].
Both approaches are related, as the new energy genera-
tion technologies demand optimal systems that ensure and
increase their energy generation performance. This perfor-
mance is related mainly to the solar tracking action through
energy consumption and tracking error minimization, involv-
ing a delicate trade-off between them, as the reduction in
tracking error is usually accompanied by an increase in
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energy consumption. However, these requirements have been
addressed independently, as some proposals increase the
energy generation performance with implementation of con-
trol tracking strategies and more accurate tracking algo-
rithms. The preceding objectives increase the computational
performance of the system [9], [11]. Nevertheless, large-scale
data processing and more computational effort are required
to execute the algorithm, which directly affects the system
energy consumption. Additionally, the cited studies do not
include an energy consumption analysis [12]–[14]. Other
approaches demonstrate an improvement in energy con-
sumption but do not determine the tracking error [15]–[17].
To include both aspects, in this article a heuristic approach
is proposed that solves and optimizes, in an integral manner,
the trade-off between a high tracking accuracy and a low
energy consumption in STSs, finding a harmonic balance
through the combination of the best tracking and energy
saving schemes. The proposed approach was verified through
both numerical and experimental assessments in a tracking
system.

The paper is organized as follows. Section II briefly
describes the fundamentals of STSs, tracking error, and
energy consumption. In Section III, the problem statement
of the proposed approach is presented. Section IV describes
the proposed heuristic approach. The proposed approach is
implemented in a case study presented in Section V. Finally,
Section VI concludes the paper.

II. FUNDAMENTALS
A. SOLAR TRACKING SYSTEMS
STSs seek the optimal position of a solar tracking device to
take maximum advantage of solar radiation through the align-
ment of the solar collector orthogonally to sunlight during
the daylight period. Common applications that require track-
ing systems include photovoltaic (PV) systems, concentrated
photovoltaics (CPVs), microconcentrator photovoltaics, solar
pointing devices, and measuring systems [18]. On the one
hand, based on the types of movements performed to follow
the sun, there are two types of tracking configurations [14],
[19], [20]. First, the one-axis configuration makes the move-
ment from east to west along the solar trajectory, and it
has three possible orientations: horizontal, vertical and tilted.
This configuration does not have a high accuracy as a result
of changes in the solar trajectory with seasons of the year.
The second is the two-axis configuration. It allows the align-
ment with the solar trajectory throughout the year and tracks
east to west with one axis and north to south with the second.
The two-axis configuration has threemain axis arrangements:
azimuth-elevation, equatorial with elevation, and portable.

On the other hand, there exists a complementary classifica-
tion based on the method for sun tracking, which is composed
of three configurations: open-loop, closed-loop and mixed.
The open-loop configuration uses an algorithm that does
not require a feedback of the position of the sun, which
reduces the complexity and cost of the system since no addi-
tional components or processing are required. Because this

TABLE 1. Algorithms for solar tracking.

configuration does not receive information from the environ-
ment, it cannot correct possible errors along its trajectory.
Therefore, it cannot compensate for the disturbances, such
as wind loads or physical tracker errors. This approach is
based on the calculation and prediction of the solar vector,
and the system follows the trajectory regardless of the cloud
cover. Table 1 shows the main used tracking algorithms,
including the year each algorithm was developed, and the
tracking error. The closed-loop configuration uses addi-
tional devices that allow detecting the sun position in the
sky. This approach increases the complexity of the tracker
control and the energy consumption of the actuators and
electronic components. The accuracy depends on the sensi-
tivity and robustness of the sensors and the tracking con-
trol strategy. In adverse conditions in the presence of snow,
rain and dust, unsatisfactory results are obtained. Under
these conditions, the STS probably loses the position of the
sun. The common sensors used include LDR, photoelec-
tric sensors, photovoltaic cells and cameras [12], [21]–[23].
In addition, the common tracking control strategies used are
proportional-integral (PI) controller, proportional-integral-
derivative (PID) controller, fuzzy logic, neural networks,
maximum power operation point (MPOP), artificial vision,
maximum power point tracking (MPPT), and sliding modes,
among others [24]–[29]. Due to active tracking, this config-
uration reduces some physical errors such as assembly and
manufacturing errors, installation and alignment errors, inac-
curate calibration, and deflection errors. Finally, the mixed
configuration is a combination of the open-loop and closed-
loop configurations. This approach allows the advantages
of both configurations to be obtained. Mixed configurations
require a management strategy for switching configurations
and making decisions. According to experimental results
presented in [30], the trackers in open-loop configurations
perform better in terms of the control scheme simplicity,
the possibility of implementing optimization strategies of
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FIGURE 1. Scheme of tracking the sun trajectory.

the tracking algorithm and a significant reduction in energy
consumption.

B. TRACKING ERROR
Fig. 1 illustrates the solar path from an observer O, where
S̄S is the solar vector that represents the desired position of the
collector alignment with respect to the sun position, β is the
azimuthal angle, and γ is the elevation angle. The calculation
of these angles depends on the selected tracking algorithm
(see Table 1. The trajectory can be defined by a series of
points from S0 at sunrise to Sn at sunset. For a two-axis
tracker, each point is defined by the duple of azimuthal and
elevation angles and can be expressed as Sk(βk, γk), where
k = 0, . . . , n, and n is the last point of the trajectory. Solar
tracking accuracy should be considered a function of the
solar receiver and collector sensitivity, and it determines the
amount of the harvested solar energy. The admissible range of
tracking error allowed depends on the use of solar radiation
and is associated directly with the acceptance angle (αs) of
the solar collector, which can be defined as the angle within
which a source of light can be moved while still converging at
the absorber. To reduce the tracking error, specialists design
collectors with a wide acceptance angle, which may reduce
their efficiency [43]. This angle is associated with the solar
tracking operation and can be expressed as the composition of
two angles, the azimuthal (αβ ) and elevation (αγ ) acceptance
angles. Then, the minimum number of points by angle in the
trajectory can be defined by (1):

nβ =
βtot

αβ
, nγ =

γtot

αγ
(1)

where βtot and γtot are the total displacements of azimuthal
and elevation angles, respectively. Therefore, the tracking
error can be defined by the difference of the desired position
(tracking algorithm values), and the real position (tracking
system values), and it is expressed in (2) as:

εβ = βd − βr , εγ = γd − γr (2)

where εβ and εγ are the azimuthal and elevation errors,
respectively. Variables βd and γd are the desired angles, and

βr and γr are the actual measured angles (see Fig. 1). Hence,
the conditions |εβ | ≤ |αβ | and |εγ | ≤ |αγ | must be fulfilled.
Considering that nβ = nγ , the k-point mixed error, denoted
by εtk in (3), is defined as

ε2tk = ε
2
βk
+ ε2γk (3)

Therefore, the total tracking error εtot is given by (4) as an
average of the mixed errors calculated by (3):

εtot =
1
n

n∑
k=1

εtk (4)

C. ENERGY CONSUMPTION
According to [10], the total energy consumption in the sun
tracking system ECtot(t) is calculated in general form by (5),
and expressed as

ECtot(t) =
∫ t

0
u(τ )i(τ )dτ =

∫ t

0
|P(τ )|dτ (5)

where u(τ ) is the voltage, i(τ ) is the current, and P(τ ) is the
electrical power of the hardware devices. The energy expendi-
tures can be divided in the following aspects: First, the energy
consumed when the system is in movement from point Sk-1
to point Sk is called operational energy consumption ECop(t).
Second, the energy consumed when the system is standing
by in position Sk until the sun vector S̄S approaches the
boundaries of the tracking error band is called idle energy
consumption ECid(t). After that, the systemmust be activated
again for moving to the next position Sk+1 (see Fig. 1).Hence,
the expression (5) can be calculated by (6):

ECtot(t) = ECop(t)+ ECid(t) =
∫
1top
|Pop(τ )|dτ

+

∫
1tid
|Pid(τ )|dτ (6)

where the operational period 1top can be defined as the time
required for the movement from Sk-1 to Sk, and the idle
period 1tid as the time during which the tracking system
is waiting to carry out the movement to the next position.
Pop(τ ) and Pid(τ ) represent the electrical power required by
the hardware devices during the operational and idle periods,
respectively.

III. PROBLEM STATEMENT
In view of the existing compromise between the tracking error
and the energy consumption, the problem can be defined as
a multiobjective problem [45] composed of two objective
functions, one for energy consumption minimization (f1) and
the other corresponding to tracking error minimization (f2).
The aim is to find the best combination of two types of
approaches, the energy saving (ESS) and the tracking error
(TS) strategies, that minimizes expressions (4) and (6). The
combination is defined by C(ESSi,TSj) = Ci,j. The problem
can be solved by the utility function method [46], also known
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FIGURE 2. General procedure of the heuristic approach to solar tracking
systems optimization.

as the weighting function method. Thus, the problem can be
stated as finding the optimal combination C∗i,j such that

Minimize U (Ci,j) = w1f1(Ci,j)+ w2f2(Ci,j) (7)

subject to

gl(Ci,j) ≤ 0; l = 1, . . . , r

being w1 and w2 scalar weighting factors associated with the
f1 and f2 functions, respectively. Last term is related to the
relative importance of each function and it will vary with
the tracking application. Thus, a weight should be assigned
to each function. And, gl(Ci,j) are the inequality and equal-
ity constraints. Among the possible constraints defining gl ,
the following can be identified:
• Minimum quantity of energy required for activating the
functions needed to perform the tracking action,

• Ranges of weather conditions, such as wind speed,
• Hardware device capabilities, such as the number of
ports or data processing speed.

The combination Ci,j must satisfy the constraints to be
considered a feasible combination. To solve the problem,
a heuristic approach is proposed [47]. The energy saving
efficiency for each combination can be expressed (8):

η (Ci,j) = 1−
ECtot(Ci,j)
ECtot(R)

(8)

where ECtot(Ci,j) is the total tracker EC for combination Ci,j,
and ECtot(R) is the total EC of the reference combination R.

IV. THE PROPOSED APPROACH
The proposed heuristic approach seeks to solve the mini-
mization problem stated in (7) by finding combinatorial and
approximate solutions based on concepts of the optimization
theory. This approach is divided into three stages (see Fig. 2),
and each stage is described below.

Stage 1. Tracker characterization: this stage has the main
purpose of characterizing the tracking system that will be
improved. It is divided into three procedures: First, system
identification involves determining the tracking application,

the maximum acceptance angle, the tracker configuration,
and the device specifications, including the computation of
the optimal speed of the axis actuators. Second, tracker mod-
eling deals mainly with the generation of the kinematic and
dynamicmodels. The last procedure is the computation of ref-
erence values, ECtot(t) and εtot. The measurement of energy
consumption must be performed for at least the tracking axes,
the hardware devices, and the main energy input. Addition-
ally, the measurement of the tracking error must be performed
with specialized devices that allow obtaining the values of the
azimuthal and elevation angles with an accuracy that should
be at least the value of the acceptance angle of the tracking
application. Thesemeasurements must bemade for periods of
complete cycles of tracking operation. The obtained tracking
error represents the system errors, such as the alignment,
assembly, manufacturing, and installation errors.

Stage 2. Heuristic optimization: the proposed approach
seeks to find the best combination of energy saving and
tracking strategies. According to [44], tracking error strate-
gies are needed to reduce and try to eliminate the tracker
errors, such as assembly and fabrication errors, installation
and ground leveling errors, inaccurate calibration, and deflec-
tions by the loads of the application. Algorithm 1 shows the
optimization process. It begins with the generation of the
ith energy saving (ESSi) and the jth tracking (TSj) strategies,
where i = 1, . . . , p and j = 1, . . . , q, and p, q are positive
integers. According to the previous stage and based on the
defined constraints, the proposed strategies are evaluated to
determine if they can be implemented in the solar track-
ing system. The strategies must be mutually independent.
A TS will be feasible as long as the simulation track-
ing error is equal to or less than the maximum admissi-
ble tracking error, complying with the constrains presented
in Section II-B. An ESS will be feasible if it can be imple-
mented in the existing hardware. In this case, the strategy
can be considered for the combinations; otherwise, the strat-
egy is discarded. The proposed strategies may be infeasible,
mainly because of requiring physical modifications such as
changes of actuators, sensors, or mechanisms, even though
they still have the possibility of considerably increasing the
performance of the STS; in this case, themodificationmust be
evaluated to determine the possible advantages and the viabil-
ity of the necessary changes during the tracking system life.
Subsequently, the maximum number of feasible combina-
tions Kmax is determined, and this value will be the algorithm
breaking condition. The initial value is K = 1. The weights
w1 andw2 that will transform the multiobjective problem into
a single-objective problem are determined. In [46], the defi-
nition of the utility function method is presented, and in [48],
the interpretation of the weights is developed. The assignment
values will depend on the solar tracking system application.
If neither the energy consumption nor the tracking error is of
greater importance, the assigned values would be 0.5 for both.
Otherwise, these properties can be determined by applying a
multicriteria selection tool, such as the analytical hierarchy
process (AHP), simple additive weighting (SAW), technique
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for preference by similarity to the ideal solution (TOPSIS),
evolutionary algorithms, fuzzy logic theory, and artificial
networks [46], [48]–[50]. In the next part of the algorithm,
an iterative evaluation and validation are carried out. The
combinations of the strategies are obtained and evaluated in
the utility function U (Ci,j), see expression (7). The values
obtained from the utility function of the new combination
(Cnewi,j ) are directly compared with those for the initial com-
bination (Cinii,j ). If the initial combination is better, the new
combination is discarded. Otherwise, the initial combination
is discarded, the new combination becomes the initial com-
bination, and a new combination is generated. This process
is iterated until the maximum number of combinations is
reached, at which point the algorithm is completed, obtaining
the best combination of strategies C∗i,j.

Stage 3. Implementation: the best combination is imple-
mented in the STS. The reference values are compared with
those obtained from the implemented combination. If the
results are not as expected, stage 1 and stage 2 should be
reviewed.

V. CASE STUDY
The proposed method is implemented step-by-step in a case
study that consists of obtaining the optimal performance for
a physical STS. The tracking accuracy should assess the full
tracking system performance and should preferably be mea-
sured onsite and in real time at the STS location, including
the tracking error and the energy consumption.

A. TRACKER CHARACTERIZATION (STAGE 1)
1) SYSTEM IDENTIFICATION
the STS is used as a pointing sensor platform. In particular,
a phototransistor sensor was used; this sun sensor model
ISS-T60-B0020 with two orthogonal axes, based on MEMS
technology, measures the incident angle of a sun ray and has a
high sensitivity with a low power consumption. Themain fea-
tures of the sensor include the two-axis detection (azimuthal
and elevation axes) with 120◦ field of view, sensitivity less
than 0.06◦, and the average current consumption of 33 mA.
Due to the wide field of vision of the sensor, a symmetrical
acceptance angle is defined as αβ = αγ = ±0.25◦, which
considers the average range of other pointing sensors and
solar applications, such as photovoltaic and concentration
systems. Fig. 3 shows the STS used. The STS has a two-axis
configuration in the azimuthal-elevation arrangement. For the
tracking action, it has an open-loop configuration with the
possibility of implementing various ephemeris algorithms.
The hardware of the STS is described below. For data pro-
cessing, ATMega 2560 is used, with 54 digital I/O ports, 16
analog I/O ports, 8 KB of SRAMmemory, 4 KB of EEPROM
memory, 5 VDC operating voltage, and six sleep modes.
The sleep mode activates and deactivates functions of the
processing hardware during a period or an established action,
and each mode has configurations to obtain various levels
of energy consumption. For measurement of the axis angles,
two incremental rotatory encoders are used, with

Algorithm 1 Heuristic Optimization

1 Initialize i = 1, j = 1, n = 0, and m = 0;
2 Propose p possible ESS and q possible TS;
3 for i = 1 : p do
4 Evaluate ESSi in ECtot,i;
5 if ESSi is feasible then
6 Save ESSi;
7 n = n+ 1;
8 else
9 Discard ESSi
10 end
11 end
12 xxxxxxxxxx
13 i = i+ 1;
14 end
15 for j = 1 : q do
16 Evaluate TSj in εtot,j;
17 if TSj is feasible then
18 Save TSj;
19 m = m+ 1;
20 else
21 Discard TSj
22 end
23 end
24 j = j+ 1;
25 end
26 Define Kmax = n · m;
27 Initialize K = 1;
28 Define the weights wk , k = 1, 2;
29 Create a random initial combination Cinii,j
∀i = 1, . . . , n; and ∀j = 1, . . . ,m;

30 Evaluate Cinii,j in U (Cinii,j );
31 for K = 1 : Kmax do
32 Create a new random combination Cnewi,j ;
33 if Cnewi,j 6= Cinii,j then
34 Evaluate Cnewi,j in U (Cnewi,j );
35 else
36 Discard Cnewi,j ;
37 Create another combination Cnewi,j ;
38 Evaluate Cnewi,j in U (Cnewi,j );
39 end
40 end
41 Compare U (Cinii,j ) with U (Cnewi,j );
42 if U (Cnewi,j ) < U (Cinii,j ) then
43 Replace Cinii,j with Cnewi,j ;
44 else
45 Discard Cnewi,j
46 end
47 end
48 K = K+ 1;
49 end

1, 024 pulses per revolution, 5 VDC input voltage, up
to 200 kHz response frequency, and 50 mA current
consumption. For the movement of the axes, two geared
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FIGURE 3. Physical two-axis STS for implementation of the proposed
optimization approach.

FIGURE 4. Tracking system description. Frame
{
0
}

is the base frame,
while frame

{
2
}

is the solar collector frame and coincides with the
center of mass of sun sensor (cm3).

motors with a gear ratio of 392 and power consumption
of 0.54 W are used. In addition, each motor has a worm-gear
transmission with the anti-backlash mechanism, and a gear
ratio of 70. Based on the DC motor data sheet, the optimal
speed is calculated to be 0.2357 deg/s. Finally, other hardware
of the STS is as follows: a dual-driver motor for motor
control, a DC-to-DC converter for power conditioning, a real-
time clock for measuring the time during the solar position
calculation, two optical limit sensors for setting the tracker
home position, and two relative humidity and temperature
sensors for the environmental measures.

2) TRACKER MODELING
The kinematic and the dynamic models of the tracker are
developed. Fig. 4 shows the frames used to generate the
models. Based on [51], the dynamics of the system can be
described by the following equations:

D(q)q̈+ C(q, q̇)q̇+ g(q) = τ (9)

where q, q̇, q̈ ∈ R2 are the axis angular position, velocity,
and acceleration, respectively. The term D(q) ∈ R2×2 is the

effective inertia matrix for the motor, C(q, q̇) ∈ R2×2 is the
Coriolis matrix, g(q) ∈ R2 stands for the gravitational effect
vector, and τ ∈ R2 represents the control input. The explicit
values of the model are as follows:

D(q) =
[
m2l2cm2

C2
2+!Iy1+Ix2S

2
2+Iy2C

2
2 0

0 m2l2cm2
+Iz2

]
C(q, q̇) =

[
C11 C12
C21 C22

]
, g(q) =

[
0

m2glcm2C2

]
, τ =

[
τ1
τ2

]
where Ii = diag{Ixi , Iyi , Izi}, i = 1, 2 denotes the tensor
of inertia of link i, lcm2 is the distance from frame {1} to the
center of mass of link 2,m2 denotes the mass of link 2, C11 =

(Ix2−Iy2−m2l2cm2
)C2S2q̇2,C12 = (Ix2−Iy2−m2l2cm2

)C2S2q̇1,
C21 = (−Ix2 + Iy2 + m2l2cm2

)C2S2q̇1, and C22 = 0 (S2, C2
stand for sin(q2) and cos(q2), respectively). To validate the
kinematic and dynamic models, a multibody simulation was
carried out.

3) TRACKING REFERENCE VALUES
The ENEA algorithm was implemented based on the hard-
ware capabilities, the required acceptance angle, and the
accuracy of the pointing sensor. In [41], the expression used
to obtain the solar vector S̄S, and the values of azimuthal
and elevation angles are shown. To determine the reference
values, the tracking operation was performed during a sunny
day. The test was carried out at the Instituto de Energía
Solar (IES), in Madrid (Spain), at the latitude of 40.4893◦

and longitude of −3.6827◦. On test date of March 30, 2018,
the sunrise was at 08:01:54, the sunset occurred at 20:37:34,
and the noon time was at 14:19:23. These times represent
a total of 12.5944 hours of sunlight. For the tracking error
measurement, the same pointing sensor was used. During the
tracking operation, the data collected from the sun sensor
was recorded on a laptop using the SolarMems R© software.
For the energy consumption measurements, a Fluke model
289 true RMS multimeter was used, with the automatic
data logger recording three samples per second during the
operational period. Samples of voltage and current were
obtained, operational and idle times were measured, and the
conversion to power and energy was performed later applying
the expression (6). The measurement point was the general
STS power supply. Thus, the real reference values (R1) were
as follows: the average azimuthal tracking error εβ was 0.32◦,
the average elevation tracking error εγ was 0.37◦, the total
tracking error εtot was 0.4891◦, and the real total energy
consumption ECtot(t) was 7.5284 Wh.

B. HEURISTIC OPTIMIZATION (STAGE 2)
Algorithm 1 starts with the proposal of the ESS and TS. In the
case of the ESS, considering the six energy-saving modes
the hardware has, and two activation modes of the tracking
system axis (sequential or parallel), twelve possible strategies
can be obtained (p = 12). For TS, considering the features
of the hardware and that the actuators are DC motors, three
strategies are proposed (q = 3): the computer torque control
(CTC), the generalized proportional integral (GPI) controller,
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TABLE 2. Energy saving strategies.

and the proportional-integral-derivative (PID) controller. Two
of them have already been implemented in STSs, the PID
in [52], and the GPI in [51]. To determine if the proposed
strategies are feasible, it is mandatory to confirm that they
satisfy several constraints. In the case of ESS, the follow-
ing features are verified: active clocks, oscillators, wake-up
sources, and the current consumption when the sleep mode
is active. Hence, the idle sleep mode was selected, with an
energy consumption of 15 mA. Considering the sequential
and parallel activation, four feasible ESS were identified
(n = 4), as shown in Table 2. Here, the sequential move-
ment refers to the activation of the azimuthal axis; once
the azimuthal position has been reached, the elevation axis
moves. Additionally, the parallel activation occurs when
the axes move to the desired position at the same time.
In comparison, the following features are verified for the TS:
hardware data processing velocity, quantity of registers and
interruptions, number of operations and monitoring param-
eters, and error ranges. In particular, the last feature was
revised so that the error range fulfilled the constraints pre-
sented in Section II-B (εβ ≤ ±0.25◦, and εγ ≤ ±0.25◦).
The three proposed strategies comply with the constraints,
and each strategy is described below.
TS1: The CTC is a closed-loop controller that has the

features of being globally stable, as well as performing pre-
cise linearization using feedback when the system is nonlin-
ear [53], [54]. The model and the implementation of CTC in
a two-axis solar tracker presented in [55] were considered.
In view of the tracking system dynamic model (Eq. 9) and
the desired trajectory q∗, the CTC is expressed in a general
form as follows:

τ = D(q)[q̈∗ − KD(q̇− q̇∗)− KP(q− q∗)]

+C(q, q̇)q̇+ g(q) (10)

where KD = diag{kd1, kd2}, KP = diag{kp1, kp2}, and kp1,
kp2, kd1 and kd2 are real positive tuning parameters that ensure
exponential stability of the tracking errors.

For the following schemes, the model (9) is simplified in
the sense of independent joint robotic control, i.e., assuming
that the gear ratio is sufficiently large to neglect some non-
linearities of the original model. The alternative approximate
linear dynamics of the tracker is given as follows:

J q̈+ Bq̇ = u+ d (11)

where J ∈ R2×2, J = diag{J1, J2}, J1, J2 > 0 is the effective
inertia matrix, B ∈ R2×2,B = diag{b1, b2} represents the

linear damping effects, u ∈ R2 stands for the input vector,
and d ∈ R2 denotes the neglected dynamics and nonmodeled
terms, which are assumed to be locally constant [56]. Note
that for solar tracking systems, it is recommended to assume
d to be a local ramp to account for the behavior of wind
loads [51], [57]; this assumption is used for the generalized
proportional integral control.
TS2: The GPI controller is a scheme that avoids using

the angular velocity measurement (necessary in proportional
derivative (PD) and computer torque-based schemes) by
means of an algebraic time derivative estimator, known as
the integral reconstructor [58]. The resulting scheme can be
related to a classic compensation network, and the tuning
scheme is of the same nature as PID-like controllers. Fur-
ther information concerning this scheme can be obtained
from [51] and [59], where its implementation is reported. The
GPI controller is described by the following expression:

ui = u∗i (t)− Ji
(
k4i
(
ˆ̇qi − q̇∗i

)
+ k3ieqi(t)

+ k2i

∫ t

0
eqi(τ )dτ + k1i

∫ t

0

∫ τ1

0
eqi(τ2)dτ2dτ1

+ k0i

∫ t

0

∫ τ1

0

∫ τ2

0
eqi(τ3)dτ3dτ2dτ1

)
eqi(t) := qi(t)− q∗i (t)

ˆ̇qi =
1
Ji

(
−Biqi +

∫ t

0
ui(τ )dτ

)
u∗i = Jiq̈∗i + biq̇

∗
i (12)

where ui is the i-th term of u, and k3i, k2i, k1i, k0i ∈ R are the
control gains, which are chosen such that the error dynamics
characteristic polynomial Pe(s) = s5 + ((bi/Ji) + k4i)s4 +
k3is3 + k2is2 + k1is+ k0i is a Hurwitz polynomial.
TS3: Using the simplified model (11), the structure of the

application of the PID control allows obtaining acceptable
results. The proportional term generates a corrective control
action proportional to the tracking error; the integral term
generates a control action proportional to the integral of the
tracking error, and the derivative term generates a control
action proportional to the change in the tracking error range.
In [60] and [61], the implementation of the PID is shown
for two-axis solar trackers, with tracking errors inside the
required limits. The general model of the PID is expressed
as follows:

u(t) = Kpe(t)+
Ki
Ti

∫ t

0
e(τ )dτ + KdTd ė(t) (13)

Therefore, the maximum number of combinations is
Kmax = 12. Due to the application of the STS, the tracking
error and the energy consumption have the same importance;
therefore, the weights are defined as w1 = w2 = 0.5.
However, the following process of the Algorithm 1 pertaining
to generation and evaluation of the combinations Ci,j is
carried out using a numerical simulation described below.
Numerical Simulation: the combinations Ci,j are the com-

position of ESSi with TSj, where i = 1, . . . , 4 and
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FIGURE 5. Simulation of the solar path segmentation for εβ = εγ = 0.25◦,
and nβ = nγ = 788.

TABLE 3. Simulation and experimental gains for the TS.

TABLE 4. Summary of the tracking errors in simulation.

j = 1, . . . , 3. For the simulation analysis, Madrid, Spain,
on April 3, 2018, is considered. On that date, the sunrise
was at 06:54:05, the sunset occurred at 19:42:28, and the
noon time was at 13:18:16, representing a total of 12.8063
hours of sunlight. Considering that the acceptance angles are
αβ = αγ = 0.25◦, the total displacement of azimuthal
angle is βtot = 196.94◦, and the total elevation angle is
γtot = 108.34◦. Expression (1) is applied to segment the
solar path into 788 and into 434 steps for the azimuthal and
the elevation movements, respectively. For simplicity in the
implementation stage, the number of points in the trajectory
are defined as nβ = nγ = 788. Fig. 5 shows the segmentation
of the trajectory in n-points of the azimuthal angle β and the
elevation angle γ . Fig. 6a and Fig. 6b show the azimuthal
and elevation simulations of the tracking trajectory along
the path, implementing the three TS strategies, respectively.
Fig. 7 shows the tracking error of the azimuthal and eleva-
tion angles for each TS. The results presented in Fig. 7 are
summarized in Table 4. Table 3 shows the values of the gains
for the simulations of the TS. Expression (4) is applied to

FIGURE 6. Simulation of TS strategies, (a) trajectory tracking of the
azimuthal movement, and (b) trajectory tracking of the elevation
movement. Both including a magnified view of trajectories.

determine the total tracking error εtot. The TS2 strategy has
the lower tracking error, with a value of 0.0849◦. For the
time in which it converges to the desired position, the error
peaks are considered for each step and are interpreted as
additional joint movement to reach the position. Considering
that TS2 has the smallest peak magnitude, it is considered as
100% of the movement time. Then, TS1 represents 270%, and
TS3 represents 210% of the movement time. Considering the
calculated optimal speed, each path step takes 1.06 s. The
mean average step-by-step movement time is 2.862 s for TS1,
1.06 s for TS2, and 2.226 s for TS3. The calculation of the
energy consumption was performed independently for each
axis and hardware device; in the case study, equation (6) can
be expressed for each change of the azimuthal and eleva-
tion angles. Then, the total energy consumption in the sun
tracking system ECtot(t), for n-trajectory points, is calculated
by (14):

ECtot(t) = EC1(τ )+ EC2(τ )+ EC3(top) (14)
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FIGURE 7. Tracking error for the tracking trajectory.

FIGURE 8. Intervals of time for the tracking movement from point.

where EC1(τ ) is the EC of the data processing hardware.
EC2(τ ) is the EC of the STS hardware devices, described in
Section V-A. And, EC3(top) is the EC for both axis motors.
The time intervals for the tracking movement from position
S̄k−1 to S̄k are shown in Fig. 8. The total time of daily cycle
of tracking τ is the sum of the k-th intervals of operation
times 1topk and idle times 1tidk . Considering the n-points
of the path and the corresponding time intervals (see Fig.8),
the EC of expression (14) are defined below. EC1(τ ) can be
calculated by (15):

EC1(τ ) = EC11(top)+ EC12(tid) (15)

Thus, the EC of the processing hardware can be defined in
terms of their electrical power Pp(τ ), and calculated by (16)
and (17):

EC11(top) =
n∑

k=1

∫
1topk

|Pp(τ )|dτ (16)

EC12(tid) =
n∑

k=1

∫
1tidk

|Pp(τ )|dτ (17)

Also, the EC2(τ ), can be defined by (18)

EC2(τ ) =
n∑

k=1

∫
1τk

|Phd(τ )|dτ (18)

The EC3(top), can be expressed as a sum of the azimuthal
energy consumption ECβ (top) and the elevation energy con-
sumption ECγ (top) (19):

EC3(top) = ECβ (top)+ ECγ (top) (19)

Hence, the ECβ (top) can be defined by (20):

ECβ (top) =
nβ∑
k=1

ECβ (1tβk )+ ECβ0 (1tβ0 )

ECβ (top) =
nβ∑
k=1

∫
1tβk

|Pβ (τ )|dτ +
∫ tβ0

tβn

|Pβ (τ )|dτ (20)

where ECβ0 (1tβ0 ) is the EC in the STS required to return
the system into its azimuthal initial position;1tβ0 is the time
interval of the movement from the position βn to the initial
position β0; and Pβ (τ ) is the electrical power of the azimuthal
axis. As well as, the ECγ can be calculated by (21):

ECγ (top) =
nγ∑
k=1

ECγ (1tγk )+ ECγ0 (1tγ0 )

ECγ (top) =
nγ∑
k=1

∫
1tγk

|Pγ (τ )|dτ +
∫ tγ0

tγn

|Pγ (τ )|dτ (21)

where ECγ0 (1tγ0 ) is the EC required to return the system
into its elevation initial position; 1tγ0 is the time interval of
the movement from the position γn to the initial position γ0;
and Pγ (τ ) is the electrical power of the elevation axis.
S̄k−1(βk−1, γk−1) to S̄k(βk, γk). The energy saving efficiency
for each combination was calculated using the expression (8).
Fig.9 shows a bar graph with the results of the EC sim-
ulation and calculation for all combinations. Note that the
energy consumed by the system during the idle periods has
a significant impact on the total energy consumption. The
tracking errors were obtained from the numerical simulations,
the mixed error was obtained using the expression (3), and
equation (4) is applied to determine the total tracking error.
The simulation results are summarized in Table 5, including
the simulation of the reference combination (R̂1). The energy
unit is Watt-hour (Wh), and the error unit is degree (◦). The
best combination C4,2, composed of the GPI controller and
ESS4, has theminimum value of the utility function at 4.6232.
The energy saving efficiency is 0.3155; the total energy
consumption is 9.16160834 Wh; and the total tracking error
is 0.0848◦.

C. IMPLEMENTATION (STAGE 3)
The better three combinations (C2,2, C3,2, and C4,2) from
the simulation test were implemented in the STS and also
tested in the IES. The test date for C2,2 combination was
April 1, 2018; April 2, 2018 for C3,2; and April 3, 2018,
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FIGURE 9. Bar graph from the EC simulation results of the reference R1
and the Ci,j combinations.

for the combination C4,2. All tracking data were the same
data matched that of the numerical simulation. For the mea-
surement of the parameters, a system called experimental
measurement system (EMS) was developed. The EMS was
used to measure the electrical current and voltage at four
points of the STS while keeping record of the real positions
of each movement axis and the solar pointing sensor posi-
tions. The electrical power measures were the general power
supply (Ps(τ )), the power of the azimuthal axis (Pβ (τ )),
the power of the elevation axis (Pγ (γ )), and the power of
the processing hardware device (Pp(τ )). Fig. 10 shows the
connection scheme between the STS and the EMS. βe and
γe are the measures of the azimuthal and elevation encoders,
respectively. The associated power measurement variables
of the scheme are the following: MS1 deals with the power
supply, MS2 is oriented to the processing hardware device,
MS3 for the consumption of the azimuthal axis, and MS4
for elevation axis respectively. The EMS is composed of cur-
rent and voltage sensors, the SolarMems sensor, and a mea-
surement drive responsible for the total energy consumption
calculation and the constant recording of time. The chosen
current and voltage sensors are of model ACS712, which has
a total output error of 1.5%, single 5.0 VDC supply operation
and 5 A direct current support. The measurement drive is
an ATMega-2560 microcontroller. The analog-to-digital con-
verter yields the resolution between readings of 0.0049 V

TABLE 5. Summarized simulation and calculation results of Ci,j
combinations, from Fig. 9.

(4.9 mV) per unit, or 5 V/1, 024 units. The maximum sam-
pling time is 1× 10−4 s or 0.0001 seconds. For the recording
of data in real time, a 16GBmicroSDmemory card connected
to the measurement drive was used by the microSD module.
For each test, the total energy consumption ECtot(t) in the
STS is calculated by (14), (16), (17), (18), (20), and (21)
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FIGURE 10. Connection scheme between STS and EMS.

FIGURE 11. Experimental EC of the data processing hardware EC1(τ ), and
EC of the hardware devices EC2(τ ) for the movement of one step
trajectory.

using the measured voltages and currents, and the recorded
time intervals. Expression (22) is applied to the determine the
electrical power of the hardware devices Phd (τ ), given by:

Phd (τ ) = Ps(τ )− Pp(τ )− Pβ (τ )− Pγ (τ ) (22)

Fig. 13 shows a bar graph with the experimental results
of the EC and calculation for the tested combinations. The
best energy saving combination is the same as the obtained
in simulation results, the combination C4,2. The real total
EC was 5.4966 Wh. The experimental results of Pp(τ ) and

FIGURE 12. Experimental EC of the azimuthal axis ECβ (top) and elevation
axis ECγ (top), and mixed tracking error εt .

TABLE 6. Summarized experimental results of C2,2, C3,2, C4,2 and R1
combinations, from Fig. 13.

Phd (τ ) for the movement of one step trajectory are given
in Fig. 11. The activation of the energy saving mode is clearly
appreciated once the desired point has been reached at time
around 1.06s. Fig. 12 shows the experimental results of the
EC of the azimuthal and elevation axes of the complete tra-
jectory. The measurement of the tracking error is performed
by the pointing sensor to obtain the real angles, the azimuthal
real angle (βr ), and the elevation real angle (γr ). The desired
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FIGURE 13. Bar graph from the EC experimental results of the reference
R1, C2,2, C3,2, and C4,2 combinations.

tracking angles (βd and γd ) are obtained from the solar tra-
jectory calculated with the ENEA algorithm. Expressions (2),
(3), and (4) are used to calculate the total tracking error.
For C4,2 combination, the average azimuthal tracking error
was 0.062◦; the average elevation tracking error was 0.071◦;
and the total tracking error was 0.0942. Fig. 12 shows the
mixed tracking error along the whole trajectory, and the
total tracking error. The experimental results are summarized
in Table 6. Table 3 shows the values of the TS-gains for the
experimental tests. Finally, considering the reference values
presented earlier, and applying the expression (8), the real
energy saving efficiency was 0.2698.

VI. CONCLUSIONS AND FUTURE WORK
In this research, a novel methodology for a strategy with low
energy consumption and high accuracy in solar applications
was proposed, following a heuristic approach. This approach
provided an alternative solution to the existing compromise
between the tracking accuracy and the energy consumption
in STSs by stating and solving an optimization problem.
The values obtained from the simulations are close to the
real values, allowing the implementation of this approach
in larger systems without affecting their productivity, due
the trustworthiness of the methodology. In the case study,
26.98% of energy is saved during the tracking action, which
represents saving 2.0318 Wh. If an STS with the lifetime
of 10 years is considered, with an average of 7.94 hours
of sunlight per day in Madrid, the proposed approach will
save 58.92 kW. Finally, the utility function allows obtaining
the best combination of strategies for STS, finding a harmonic
balance between the tracking error and the energy savings
and adjusting the balance according to the application that
the STS will perform.
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