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ABSTRACT The input constraints of control surfaces may lead to saturations, which could limit the
achievable performance or even cause instability of vertical take-off and landing (VTOL) tail-sitter
unmanned aerial vehicle (UAV). To improve flight safety and attitude tracking performance, a novel
L1 adaptive control architecture for attitude tracking of a tail sitter subjected to input constraints is proposed
in this study. The imprecise mathematical model, low weight, and small size all present different challenges
when designing a control system. In this work, a feedforward compensator is first used to narrow down the
uncertain bounds with the consideration of finite accuracy from prior knowledge. Second, according to the
linearized model, a baseline controller is designed to offer basic performance for a nominal system without
uncertainty. Finally, the L1 adaptive controller is developed to compensate for unmatched uncertainties based
on the control system developed before. The stability and performance bounds of the closed-loop system are
analyzed to illustrate the impact of input constraints. The numerical simulations and flight tests are carried
out to verify the improved attitude tracking performance when input saturation exists.

INDEX TERMS Tail-sitter, L1 adaptive control, hover attitude control, input constrains.

I. INTRODUCTION
Small unmanned aerial vehicles (UAVs) have a worldwide
impact both in military and civilian use and the main benefits
are extending and complementing human performance [1].
Vertical take-off and landing (VTOL) UAVs combine the
advantages of both fixed-wing and rotary-wing aircraft which
make these UAVs more applicable for carrying out a task [2].
These UAVs can take off and land quickly in a confined area
and have the ability to both hover and cruise to reach the
mission point quickly or perform surveillance jobs [3].

Compared to other VTOL UAVs in the literature, such
as tilting-rotor, tilting-wing, thrust-vectoring and quadrotor
hybrid vehicles, the major advantage of a tail-sitter is its
unnecessity for a transition mechanism that improves the
reliability of the system and saves weight [4], [5]. A com-
mon configuration of a tail-sitter is the dual-rotor layout,
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which uses propellers combined with two control surfaces
submerged within the slipstream generated from propellers
to produce control moments. Many researchers and organiza-
tions have focused on related studies of dual rotor tail-sitter
aerial vehicles. Stone et al. developed a dual-rotor tail-sitter
named ‘‘T-Wing’’ [6], [7], and aerodynamics, aircraft design
and control have been studied since 1996. Forshaw et al.
developed a twin helicopter rotor tail sitter called ‘‘QinetiQ’s
Eye-On’’ in 2011 [8], [9]. Bilodeau and Wong developed a
TS-MAV testbed in 2010 [10]. Verling et al. developed a tail
sitter named ‘‘Pacflyer S100’’ in 2016 [11] and the focus was
on full attitude control. Likewise, a dual-rotor tail-sitter aerial
vehicle is also established as our research object.

The imprecise aerodynamic knowledge, moment of inertia
and unknown disturbances present significant challenges to a
small tail-sitter aerial vehicle from a control design perspec-
tive. The size of the control surface should also be designed
appropriately to take into account both the hover and forward
flight stages. Furthermore, the situation is also complicated
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by the finite effect of control surfaces during the hover stage
because the time-varying propeller slipstreams [12] are the
only contributions to dynamic pressure for generating pitch
and yaw control moments. The variations in dynamics and
disturbances make it a reasonable choice to implement model
reference adaptive control (MRAC) architecture, which can
identify the uncertainty parameters online [13]. However,
the performance of MRAC is limited by the adaptive gains
while large adaptive gains may lower the robustness of the
system [14], [15]. Based on this drawback ofMRAC architec-
ture, Cao and Hovakimyan first proposed L1 adaptive control
theory in 2006 [16], [17]. The key feature of the L1 adaptive
control architecture is guaranteed robustness in the pres-
ence of fast adaptation, which leads to uniform performance
bounds both in transient and steady-state operation [18].With
L1 adaptive control architectures, large learning gains appear
to be beneficial both for performance and robustness, while
the tradeoff between the two is resolved by selecting the
underlying filter structure and the speed of adaptation is
limited only by the available hardware [19]–[22].

In recent years, the L1 adaptive control architecture has
attracted the interest of many researchers in UAV control
design. Monte et al. designed an adaptive backstepping con-
troller for the position trajectory tracking of a quadrotor [23].
The simulation results considered the L1 adaptive control a
promising solution to handle various parameter uncertainties.
Gregory et al. presented the results of a flight test of the
L1 adaptive control architecture designed to directly compen-
sate for significant uncertain cross-coupling for a subscale
turbine powered Generic Transport Model that is an integral
part of the Airborne Subscale Transport Aircraft Research
system at the NASA Langley Research Center [24]. The
results showed that the L1 flight control law provides pre-
dictable behavior both in the neighborhood of the design
point and in other operating points of the flight envelope.
Banerjee et al. developed an L1 adaptive control augmenta-
tion for the longitudinal dynamics of a hypersonic glider and
presented a comparative study of the performance and robust-
ness of two types of controller: the pole placement controller
and L1 augmented controller [25]. Capello et al. developed
an L1 adaptive algorithm as the attitude loop controller for
a small flying wing UAV [26]. That paper demonstrated
that, if an L1 algorithm is considered for the attitude loop,
no retuning or gain scheduling is required, even if a nonlinear
complete system is considered.

Despite many works studying UAVs with L1 adaptive
control architecture, few studies have applied this archi-
tecture to tail-sitters. Furthermore, previous studies with
L1 adaptive control architecture did not explicitly consider
the input constraints. Due to the finite deflection of the
control surface for a tail-sitter UAVduring the hover stage, the
input-constraint induced saturation may limit the achievable
performance or even cause instability. Therefore, it might
be important to consider the input constraints when design-
ing a control system. To the best of our knowledge, only
Li et al. in his studies explicitly considered the input

saturation [27]–[29]. The way he considered that was by
adding a saturation function in the state predictor, and sim-
ulation was conducted for verification but not applied to a
real object. Furthermore, Vanness et al. proposed a propor-
tional adaptation law for the L1 adaptive control architecture;
the reduction in the required computational resources made
this approach more capable for engineering implementation,
while only simulation results were shown to illustrate the
performance of the controller and no input constraints were
considered in his studies [30].

Inspired by the thoughts from [31] and based on the anal-
ysis for the source of input saturation in the L1 adaptive
control architecture, we propose a new way to consider input
constraints during controller design for the proportional adap-
tation law of L1 adaptive control architectures. The main
contribution of this work is that we propose a novel L1 adap-
tive control architecture for attitude tracking of a VTOL tail-
sitter UAV subjected to input constraints. The stability and
performance bounds of the closed-loop system are analyzed
to illustrate the impact of input constraints. The simulation
results show that the performance of the closed-loop system
can be improved by themethodwe propose in this studywhen
control surface saturation exists. In addition, to the best of our
knowledge, no previous study has tried to use the L1 adaptive
architecture of proportional adaptation law in real flight tests,
not to mention realizing the improved method we propose in
this study. Therefore, flight tests are also used to demonstrate
the benefit of the proposed control methodology.

The rest of this paper is organized as follows. Section II
presents the system description and kinematics and dynamics
model of the dual rotor tail sitter in this study and formulate
the design problem with input constraints. Section III pro-
poses the detailed control system design process and analyses
the stability and performance bounds of a closed-loop system
with consideration of input constraints. In Section IV, simu-
lation results verify the benefit of the proposed methodology
and flight test results are given in Section V. Finally, we draw
some concluding remarks in Section VI.

II. TAIL-SITTER UAV SYSTEMS MODELING
In this section, the detailed configuration of the tail-sitter
UAV is described and the design problem with input con-
straints is formulated.

A. SYSTEM DESCRIPTION
A flying-wing tail-sitter UAV is established as the research
objective in this work as shown in Figure 1. The UAV is
modified from a commercial platform called ‘‘TBS Caipir-
inha’’ [32]. Two 3D-printed motor mounts are attached on
each wing side such that the motor axis will be roughly
going through the center of the elevons and the horizontal
distance between the two motor mounts are 52cm [33]. Two
control surfaces are attached to the back side of thewing using
fiber tape. In hover flight state, the differential thrust of two
propellers are used to provide rolling moment. The symmetry
and asymmetry deflection of control surfaces are for pitching
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FIGURE 1. The prototype of the tail sitter.

TABLE 1. Tail-sitter parameters.

TABLE 2. Dimensionless aerodynamic coefficients.

and yawing control and slipstream generated by propellers
has a critical impact on the efficiency of the control surfaces.
where Lt denotes horizontal distance between the motor and
center of gravity of the aircraft. 1T1 and 1T2 represent the
thrust variations of left motor and right motor, respectively.

The main system parameters and the dimensionless aero-
dynamic parameters of the UAV are listed in Table 1 and
Table 2 respectively according to previous studies [34].

B. DYNAMIC MODEL
The Euler angle description is used as the rotation of a
body-fixed coordinate frame (Xb, Yb, Zb) about a flat Earth
reference frame (Xe, Ye, Ze). The origin of the body-fixed
coordinate frame is the center of gravity of the body, and the
body is assumed to be rigid. The flat Earth reference frame
is considered inertial. The relationship between the angular

position with the definition of � = [ϕ, θ, ψ] and the angular
rates with the definition of ω = [p, q, r] can be described as
follows

�̇ = Rω (1)

where R is defined as

R =

[
1 sinφ tan θ cosφ tan θ
0 cosφ − sinφ
0 sinφ sec θ cosφ sec θ

]
The dynamic equations of motion for the UAV are

described by

ω̇ = −B (ω × Jω)+ BM (2)

where B = J−1 denotes the inverse of the inertia matrix of
the vehicle and M is the total moment acting on the UAV;
M can be further divided as

M =Maero +Mun + u (3)

u(t)= umaxsat
(
uc(t)
umax

)
=

{
uc(t), |uc(t)|≤umax
umax sgn(uc(t)), |uc(t)|>umax

(4)

where Maero denotes the aerodynamic moment acting on the
wing, Mun denotes the aerodynamic parameter uncertainty
and the disturbance moment, u denotes the actual control
moment generated by the rotating propellers and control
surfaces, uc denotes the desired control moment computed
by the controller, umax denotes the largest moment that the
propellers and control surfaces could achieve and sgn (·) is
the sign function.

Maero

=

 laero
maero
naero



=


0.5ρV 2Sb

(
Cl0 + Clββ + Clp

b
2V

p+ Clr
b
2V

r
)

0.5ρV 2Sc
(
Cm0 + Cmαα + Cmq

c
2V

q
)

0.5ρV 2Sb
(
Cn0 + Cnββ + Cnp

b
2V

p+ Cnr
b
2V

r
)

(5)

u =

 lc
mc
nc

 =
 1TLt
Cmδeδe(pitch)
Cnδeδe(yaw)

 (6)

where laero, maero, and naero are aerodynamic moments of the
wing in the roll, pitch and yaw directions, respectively; α is
the angle of attack; β is the angle of sideslip; and lc, mc, and
nc are moments generated by the actuators.

Note that due to the physical nature, there is no uncer-
tainties in (1), and the dynamics of ω in (2) and (3) may be
represented as follows:

ω̇ = Bmu+ f0(t, ω) (7)

f0(t, ω) = −B (ω × Jω)+1B (Maero +Mun + u)

+Bm (Maero +Mun) (8)
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FIGURE 2. Control system architecture.

where B = Bm + 1B, Bm denotes the best estimation of the
inverse of the inertia matrix and 1B denotes the estimation
error.

III. CONTROL DESIGN WITH INPUT CONSTRAINTS
The control methodologies that were employed to carry out
this study are presented in this section.

The feedforward compensator makes best use of known
aerodynamic and rigid body dynamic characteristics but also
takes into consideration the finite precision of these parame-
ters. The baseline controller is implemented with the help of
the linear quadratic regulator technique. Then, an L1 adaptive
controller with consideration of input constraints is developed
to augment for the uncertainties in (7). Let uc(t) be defined
as

uc(t) = uff (t)+ ub(t)+ ua(c)(t) (9)

where uff (t), ub(t), and ua(c)(t) denote the feedforward
compensator, baseline controller and L1 adaptive controller,
respectively as shown in Figure 2.

IV. FEEDFORWARD COMPENSATOR
The inertial coupling terms ω × Jω in (2) are deduced
from Newton-Euler equations and are used widely in air-
craft modeling, so these terms are treated as high confidence
terms. Additionally, in view of the finite precision of the
aerodynamic parameters, only dominating items are used.
Therefore, the feedforward compensator is defined as follows

uff (t) = α1ω(t)× Jω(t)

− 0.5ρV (t)2S


b
(
α2Cl0 + α3Clp

b
2V (t)

p(t)
)

c
(
α2Cm0 + α3Cmq

c
2V (t)

q(t)
)

b
(
α2Cn0 + α3Cnr

b
2V (t)

r(t)
)


(10)

where α1 ∈ [0, 1], α2 ∈ [0, 1] and α3 ∈ [0, 1] are weight
coefficients defining howmuch the inertiamoments and aero-
dynamic moments are fed forward into the control system.

The choices of α2 and α3 should be given particular attention
to avoid overcompensation because of the finite precision of
the aerodynamic parameters.

The dynamics of ω can then be written as

ω̇(t) = Bm (ub(t)+ ua(t))+ f1(t, ω(t)) (11)

f1(t, ω(t)) = −B (ω(t)× Jω(t))+ Bm (Maero(t)+Mun(t))

+1B (Maero(t)+Mun(t)+ u(t))+ Bmuff (t)

(12)

The feedforward compensator can narrow down the bounds
of uncertainties f0(t, ω(t)) under appropriate choice of the
weight coefficients.

A. BASELINE CONTROLLER
Linear quadratic regulator (LQR) control is a very attractive
control approach because it easily handles multiple actuators
and complex system dynamics. Furthermore, this approach
can offer large stability margins to errors [35]. Therefore,
an optimal LQR method is developed as a baseline controller
for this system.

A linear model is necessary to design the LQR controller.
The kinematics equation (1) and dynamic equation (11) near
the hover equilibrium point can be linearized as in state-space
form without considering uncertainties as follows:

ẋ(t) = Alqrx(t)+ Blqrub(t) (13)

where x = [�,ω] is the state vector, and Alqr = [03×3,
I3×3; 03×3, 03×3] and Blqr = [03×3;Bm3×3] are responding
Jacobian matrices.

The Euler angle error is defined as

�e(t) = �(t)−�d (t) (14)

where �d denotes the desired tracking Euler angle. In flight
control, �d is often assumed to be a constant, which could
represent the stick force coming from a pilot or the guidance
command coming from the outer-loop steering algorithms.
Even though these command signals are not actually constant,
it has been proved very effective in most applications [13],
which means that �̇d = 03×1 is reasonable. By defining a
new state xnew = [�e, ω], (13) can be rewritten as

ẋnew(t) = Alqrxnew(t)+ Blqrub(t) (15)

The LQR controller can automatically select optimal gains
according to the following quadratic cost function.

J =
∫
∞

0

[
xnew(t)TQxnew(t)+ ub(t)TRub(t)

]
dt (16)

where the matrices Q and R are a 6 × 6 diagonal matrix and
a 3× 3 diagonal matrix, respectively.

The solution is a linear state feedback of the following
form:

ub(t) = −Kxnew(t) = −K1�e(t)− K2ω(t) (17)
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where K = R−1BTlqrP, P is found by solving the algebraic
Riccati equation (ARE) for the positive semidefinite sym-
metric solution P as follows:

ATlqrP+ PAlqr + Q− PBlqrR
−1BTlqrP = 0 (18)

By substituting (17) into (15), the linearized dynamic equa-
tion of ω can be obtained as

ω̇(t) = Amω(t)− BmK1�e(t) (19)

where Am = −BmK2 is the Hurwitz matrix; in addition,
(19) can be rewritten as in the following form:

ω̇(t) = Amω(t)+ Bm
−1

A−1m Bm

(
A−1m BmK1�e(t)

)
(20)

then we have ωd (t) = A−1m BmK1�e(t), which defines the
desired angular rates that the L1 adaptive controller should
follow.

B. L1 ADAPTIVE CONTROL DESIGN WITH INPUT
CONSTRAINTS
Assumption 1: The feedforward compensator and base-

line controller would not saturate the system, then um(t) =
ub(t) + uff (t) is used for simplification which means
||um(t)|| < umax .

From (11), (17) with input constraints, the angular rates
dynamics can be written as

ω̇(t) = Amω(t)+ Bm (ua(t)− K1�e(t))+ f1(t, ω(t)) (21)

Letting f (t, ω(t)) = f1(t, ω(t)) − BmK1�e(t), (21) can be
rewritten as

ω̇(t) = Amω(t)+ Bmua(t)+ f (t, ω(t)) (22)

ua(t) =


ua(c)(t),

∣∣ua(c)(t)+ um(t)∣∣ ≤ umax
umax sgn

(
ua(c)(t)+ um(t)

)
− um(t),∣∣ua(c)(t)+ um(t)∣∣ > umax

(23)

where ua(c)(t) is the command control input calculated by
L1 adaptive controller and umax is the same as in (4).
The control objective is to design an adaptive controller to

ensure that the angular rates ω(t) would follow the desired
angular rates ωd (t) generated by the baseline controller with
quantifiable bounds in both transient and steady states subject
to input constraints defined in (23).
Assumption 2 (Bound of f (t, ω(t))): There exists BL > 0,

such that ||f (t, 0)||∞ ≤ BL .
Assumption 3 (Semiglobal Uniform Boundedness of

Partial Derivatives): For arbitrary δ > 0, df ω(δ) > 0 and
dft (δ) > 0 exist independent of time, such that for arbitrary
||ω||∞ ≤ δ, the partial derivatives of f (t, ω(t)) are piecewise-
continuous and bounded as follows:∥∥∥∥∂f (t, ω)∂ω

∥∥∥∥
1
≤ df ω(δ),

∣∣∣∣∂f (t, ω)∂t

∣∣∣∣ ≤ dft (δ)
From Assumption 3, we can conclude the following

Assumption 4.

Assumption 4 (Semiglobal Lipschitz Condition): For arbi-
trary δ > 0, positive Kδ exists, such that ||f (t, ω1) −
f (t, ω2)||∞ ≤ Kδ||ω1 − ω2||∞ for all ||ω||∞ ≤ δ, uniformly
in t.

The L1 adaptive controller presented in this paper, similar
to all other L1 architectures, comprises a state predictor,
adaptation law and control law.

1) STATE PREDICTOR
We consider the following state predictor, which has a similar
structure as (22):

˙̂ω(t) = Amω̂(t)+ Bmua(c)(t)+ η̂(t) (24)

where ω̂(t) ∈ R are the predictor states; η̂(t) is the adaptive
estimates of f (t, ω(t)); and ua(c)(t) is the command control
input without constraints and is different from the input
in (22).

2) ADAPTATION LAW
The adaptive estimates are governed by

η̂(t) = −0
(
ω̃(t)− κ1̂u(t)

)
(25)

where 0 ∈ R+ is the adaptation gain and it is limited by
only the available hardware, that is, the CPU clock speed,
κ ∈ R+ defines how quickly we want the control inputs out
of saturation, ω̃(t) = ω̂(t) − ω(t) is the prediction error,
1u(t) represents the control deficiency and is defined
as

1u(t) = ua(c)(t)− ua(t)

=
(
um(t)+ ua(c)(t)

)
− (um(t)+ ua(t))

= uc(t)− umaxsat
(
uc(t)
umax

)
(26)

Considering that the real umax may not be measured,
uestmax is used to replace umax and is chosen as the estimation
of the real umax . Then, (26) can be replaced by

1̂u(t) = uc(t)− uestmaxsat
(
uc(t)
uestmax

)
(27)

3) CONTROL LAW
The control signal is generated as the output of the following
system

ua(c)(s) = −C(s)
(
φ(s)η̂(s)− kgωd (s)

)
(28)

ϕ(s) ,
(sI − Am)−1

(sI − Am)−1Bm
(29)

where C(s) = (I3×3 + KfD(s))−1KfD(s) and D(s) represents
a strictly proper transfer function, chosen to ensure that C(s)
has unit DC gain. The choice of C(s) also needs to render
C(s)ϕ(s)(sI − Am) stable and proper. η̂(s) and ωd (s) are the
Laplace transforms of η̂(t) and ωd (t), respectively.

To streamline the subsequent analysis of stability and
performance bounds, we need to introduce some notation.
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Let

H (s) = (sI − Am)−1 Bm (30)

H0(s) = (sI − Am)−1 (31)

G(s) = H (s) (1− C(s)) ϕ(s) (32)

4) REFERENCE SYSTEM
The key feature of the L1 adaptive controller is that it only
compensates the low-frequency content of the uncertainty
and the benefit of this approach is that it allows for avoiding
the undesirable behavior of the control signal and keeping
the time-delay margin bounded away from zero. However,
the L1 adaptive controller does not behave similarly to the
ideal system ω̇ideal(t) = Amωideal(t) + Bmkgωd (t) and kg =
−(A−1m Bm)−1 due to the limited bandwidth of the control
channel enforce by C(s). Instead, the closed-loop system is
approximating the reference system. To derive the dynamics
of the reference systems for L1 adaptive controller, the sys-
tem’s uncertainties are assumed to be precisely known.

We consider the following closed-loop reference system,
in which the control signal only attempts to compensate
for the uncertainties within the bandwidth of the low-pass
filter C(s):

ω̇ref (t) = Amωref (t)+ Bmua_ref (t)+ ηref (t) (33)

ηref (t) , f (t, ωref (t))

ua(c)_ref (s) = −C(s)
(
φ(s)ηref (s)− kgωd

)
(34)

ua_ref (t) =


ua(c)_ref (t),

∣∣ua(c)_ref (t)+ um(t)∣∣ ≤ umax
umaxsgn

(
ua(c)_ref (t)+ um(t)

)
− um,∣∣ua(c)_ref (t)+ um(t)∣∣ > umax

(35)

By denoting 1uref (t) = ua(c)_ref (t) − ua_ref (t), and
letting 1u_ref be the upper bound of 1uref (t), then
||1uref ||L∞ ≤ 1u_ref .
Lemma 1: Consider the stability of an input-output model

of dynamical systems, and refer to a system as y = gj, where
g denotes the map from the input j(t) ∈ Rm to the output
y(t) ∈ Rl . Assume that g(t) ∈ L1, i.e., ||g||L1 <∞. Then for
arbitrary j(t) ∈ L∞, we have

‖yτ‖L∞ ≤ ‖g‖L1 ‖jτ‖L∞ (36)

and y(t) ∈ L∞. The proof is given in [18].
Notice that the consequence of the lowpass filter in the

control channel is that the stability of the reference system is
not guaranteed a priori as it is for the ideal system. Therefore,
the stability of the reference system should be proved and this
would be given in Lemma 2.
Lemma 2: For the closed-loop reference system in

(33-35), subject to the L1-norm conditions

‖G(s)‖L1 <
ρr −

∥∥H (s)C(s)kg
∥∥
L1
‖ωd‖L∞

Lρrρr + B

−
‖H (s)φ(s)‖L1 1u_ref + ρin

Lρrρr + B
(37)

if

‖ω0‖∞ ≤ ρ0 (38)

then the following bounds hold:∥∥ωrefτ ∥∥L∞ ≤ ρr (39)∥∥ua(c)_refτ ∥∥L∞ ≤ ρur (40)

Proof: The proof is done by contradiction. From (33),
it follows that

ω̇ref (t) = Amωref (t)+ Bmua_ref (t)+ ηref (t) (41)

ω̇ref (t) = Amωref (t)+ Bmua(c)_ref (t)+ ηref (t)−1uref (t)

(42)

ωref (s) = G(s)ηref (s)+ H (s)C(s)kgωd (s)

+ωin(s)− H (s)φ(s)1uref (s) (43)

From Lemma 1, we have∥∥ωref τ∥∥L∞ ≤‖G(s)‖L1 ∥∥ηref τ∥∥L∞+∥∥H (s)C(s)kg
∥∥
L1
‖ωd‖L∞

+ ‖ωin‖L∞ + ‖H (s)φ(s)‖L1
∥∥1uref ∥∥L∞ (44)∥∥ωref τ∥∥L∞ ≤‖G(s)‖L1 ∥∥ηref τ∥∥L∞ + ∥∥H (s)C(s)kg

∥∥
L1
‖ωd‖L∞

+ ‖ωin‖L∞ + ‖H (s)φ(s)‖L1 1u_ref (45)

If (39) is not true, since ||ωref (0)||∞ = ||ω0||∞ ≤ ρ0 ≤ ρr
and ωref (t) is continuous, then τ > 0 exists such that∥∥ωref (t)∥∥∞ < ρr , ∀t ∈ [0, τ ) (46)

and ∥∥ωref (τ )∥∥∞ = ρr (47)

which implies that∥∥ωref (τ )∥∥L∞ = ρr (48)

Let

Lδ ,
δ̄(δ)
δ
df ω(δ̄(δ)), δ̄(δ)δ + γ̄1 (49)

where df ω(·) was introduced in Assumption 3; we have
ρr < ρ̄r (ρr ). Then, taking Assumption 2 and Assumption 3
into consideration, the equality in (48), together with the
redefinition in (49), yields the following upper bound∥∥ηref τ∥∥L∞ ≤ Lρrρr + BL (50)

By substituting this upper bound into (45) and noticing that
||(·)τ ||L∞ ≤ ||·||L∞ for uniformly bounded signals, we obtain
the following:∥∥ωref τ∥∥L∞ ≤ ‖ωin‖L∞ + ∥∥H (s)C(s)kg

∥∥
L1
‖ωd‖L∞

+ ‖H (s)φ(s)‖L1 1u_ref + ‖G(s)‖L1
×
(
Lρrρr + BL

)
(51)

Then, the L1-norm condition is used to solve for ρr to
obtain the upper bound as follows:

‖G(s)‖L1
(
Lρrρr + BL

)
+
∥∥H (s)C(s)kg

∥∥
L1
‖ωd‖L∞

+‖ωin‖L∞ + ‖H (s)φ(s)‖L1 1u_ref < ρr (52)
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which implies that ||ωref τ ||L∞ < ρr , thus contradicting (48).
This finding proves the bound in (39).

Using (50), it follows the definition of the reference control
in (34) that∥∥ua(c)_refτ ∥∥L∞
≤ ‖C(s)‖L1

(
‖φ(s)‖L1

(
Lρrρr + BL

)
+
∥∥kgωd∥∥L∞)

= ρur (53)

and the proof is complete.
Considering that the reference system is assumed that the

system’s uncertainties are precisely known, so it is mainly
used for analysis.

We define

ρ = ρr + γ̄1 (54)

and let γ1 be given by

γ1 =
‖(1− C(s))H0(s)‖L1 ‖1u‖L∞

1− ‖G(s)‖L1 Lρr
+ σ

+
‖C(s)‖L1 γ0 + ‖H0(s)‖L1 1u_ref

1− ‖G(s)‖L1 Lρr
(55)

where σ and γ0 are arbitrary small positive constants such
that γ1 ≤ γ̄1. Moreover, let

ρur , ρur + γ2 (56)

where ρur is defined in (53) and γ2 is defined as

γ2 = ‖C(s)φ(s)‖L1 Lρr γ1 + ‖C(s)φ(s) (sI − Am)‖L1 γ0

+‖C(s)‖L1 ‖1u‖L∞ (57)

The system dynamics in (22) and the state predictor in (24)
lead to the following prediction error dynamics:

˙̃ω(t) = Amω̃(t)+ Bm1u(t)+ η̃(t) (58)

where 1u(t) = ua(c)(t)− ua(t), η̃(t) = η̂(t)− η(t) and
η(t) = f (t, ω(t)).
Lemma 3: Given the system in (22) and the L1 adap-

tive controller defined via (24-29), if ||ωτ ||L∞ ≤ ρ and
||ua(c)τ ||L∞ ≤ ρu, then, the prediction error ω̃(t)is uni-
formly bounded as (59), as shown at the bottom of this
page.

Proof: Consider the following Lyapunov function can-
didate:

V (t) =
1
20
ω̃T (t)Pω̃(t) (60)

Since ω̃(0) = 0, we have V (0) = 0. Taking the derivative
of (60), we obtain the following:

V̇ (t) =
1
20

(
˙̃ωT (t)Pω̃(t)+ ω̃T (t)P ˙̃ω(t)

)
=

1
20

(
(Amω̃(t)+ Bm1u(t)+ η̃(t))

T Pω̃(t)
+ω̃T (t)P (Amω̃(t)+ Bm1u(t)+ η̃(t))

)
= −

1
20
ω̃T (t)Qω̃(t)+

1
0
ω̃T (t)P

(
η̂(t)− η(t)

)
+

1
0
ω̃T (t)PBm1u(t) (61)

Substituting the adaptation law in (25) for η̂(t), we obtain
the following:

V̇ (t)

= −
1
20
ω̃T (t)Qω̃(t)+

1
0
ω̃T (t)PBm1u(t)

+
1
0
ω̃T (t)P

(
−0ω̃(t)+ 0κ1̂u(t)− η(t)

)
= −

1
20
ω̃T (t)Qω̃(t)− ω̃T (t)Pω̃(t)−

1
0
ω̃T (t)Pη(t)

+
1
0
ω̃T (t)PBm

(
ua(c)(t)+ um(t)− umaxsat

(
uc(t)
umax

))
+

1
0
ω̃T (t)P0κ1̂u(t) (62)

Defining ‖ητ‖L∞ ≤ Lρρ + BL = η̄, then

V̇ (t) ≤ −ω̃T (t)Pω̃(t)

+
1
0
‖ω̃‖ ‖P‖2

(
‖Bm‖2

(
umax + ρu + ‖um‖L∞

)
+0κ

∥∥∥1̂u∥∥∥
L∞
+ η̄

)
(63)

Thus, for t ∈ [0, τ ]

‖ω̃(t)‖

>
‖P‖2(‖Bm‖2(umax + ρu + ‖um‖L∞ )+ 0κ‖1̂u‖L∞ + η̄)

0λmin(P)
⇒ V̇ (t) < 0 (64)

If at any time t1 ∈ [0, τ ] (65), as shown at the bottom of
the next page. Then,

1
20
λmax(P)(
‖P‖2(‖Bm‖2(umax+ρu + ‖um‖L∞ )+ 0κ‖1̂u‖L∞ + η̄)

0λmin(P)

)2

< V (t1) =
1
20
ω̃(t1)TPω̃(t1) ≤

1
20
λmax(P)‖ω̃(t1)‖2 (66)

‖ω̃τ‖L∞ ≤

√
λmax(P)

λ3min(P)

‖P‖2
(
‖Bm‖2

(
umax + ρu + ‖um‖L∞

)
+ 0κ

∥∥∥1̂u∥∥∥
L∞
+ η̄

)
0

 (59)
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which results in ‖ω̃(t)‖

‖ω̃(t)‖

>

‖P‖2

(
‖Bm‖2

(
umax+ρu + ‖um‖L∞

)
+0κ

∥∥∥1̂u∥∥∥
L∞
+η̄

)
0λmin(P)

because V̇ (t1) < 0.
Then it follows that

V (t) ≤
1
20
λmax(P)‖P‖2

(
‖Bm‖2

(
umax+ρu+‖um‖L∞

)
+0κ

∥∥∥1̂u∥∥∥
L∞
+η̄

)
0λmin(P)


2

∀t ∈ [0, τ ] (67)

Since 1
20λmin(P) ‖ω̃(t)‖

2
≤ V (t), it follows that (68),

as shown at the bottom of the this page. and the proof is
complete.

Using the lemmas developed before, we can conclude that
the state of the plant and the state of the reference system are
bounded as follows.
Theorem 1: Consider the closed-loop reference system

in (33-35) and the closed-loop system consisting of the sys-
tem in (22) and the L1 adaptive controller in (24-29) subject
to the L1-norm condition (37). If the adaptive gain is chosen
to verify the design constraints

0 ≥

√
λmax(P)

λ3min(P)

×

‖P‖2
(
‖Bm‖2(umax+ρu+‖um‖L∞ )+ 0κ‖1̂u‖L∞+η̄

)
γ0


(69)

then we have

‖ω̃‖L∞ ≤ γ0 (70)∥∥ωref − ω∥∥L∞ ≤ γ1 (71)∥∥ua(c)_ref − ua(c)∥∥L∞ ≤ γ2 (72)

Proof: The proof is done by contradiction. Assume
that the bounds (71) and (72) do not hold. Then, since
||ωref (0)−ω(0)||∞ = 0 < γ1; ua(c)_ref (0)−ua(c)(0) = 0; and

ω(t), ωref (t), ua(c)(t), and ua(c)_ref (t) are continuous, τ > 0
exists such that∥∥ωref (t)− ω(t)∥∥∞ < γ1,

∥∥ua(c)_ref (t)− ua(c)(t)∥∥∞
< γ2∀t ∈ [0, τ )

and ∥∥ωref (τ )− ω(τ )∥∥∞ = γ1,
or ∥∥ua(c)_ref (τ )− ua(c)(τ )∥∥∞ = γ2
which implies that at least one of the following equalities
holds:∥∥(ωref −ω)τ∥∥L∞=γ1, ∥∥(ua(c)_ref −ua(c))τ∥∥L∞=γ2 (73)

Taking into consideration the definitions of ρ and ρu in (54)
and (56), it follows from Lemma 2 and the equalities in (69)
that

‖ωτ‖L∞ ≤ ρ,
∥∥ua(c)τ∥∥L∞ ≤ ρu (74)

These bounds imply that the assumption of Lemma 3 holds.
Then, selecting the adaptation gain 0 according to the design
constraint in (73), it follows that

‖ω̃‖L∞ ≤ γ0 (75)

The response of the closed-loop system in the frequency
domain consequently takes the following form:

ω(s) = G(s)η(s)− C(s)H (s)φ(s)η̃(s)

+C(s)H (s)kgωd (s)− H0(s)1u(s) (76)

This expression together with the response of the closed-
loop reference system in (33) yields

ωref (s)− ω(s) = G(s)
(
ηref (s)− η(s)

)
+ C(s)ω̃(s)

+H0(s)1u(s) (1−C(s))−H0(s)1uref (s)

(77)

We have (78)–(80), as shown at the bottom of the next page,
which contradicts the first equality in (73).

To show that the second equality in (73) also cannot
hold, we notice from (28) and (34) that one can derive the
following:

ua(c)_ref (s)− ua(c)(s)

= −C(s)
(
φ(s)ηref (s)− φ(s)η(s)− φ(s)η̃(s)

)
(81)

V (t1) >
1
20
λmax(P)

‖P‖2
(
‖Bm‖2

(
umax + ρu + ‖um‖L∞

)
+ 0κ‖1̂u‖L∞ + η̄

)
0λmin(P)

2

(65)

‖ω̃τ‖L∞ ≤

√
λmax(P)

λ3min(P)

‖P‖2
(
‖Bm‖2

(
umax + ρu + ‖um‖L∞

)
+ 0κ

∥∥∥1̂u∥∥∥
L∞
+ η̄

)
0

 (68)
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TABLE 3. Areas of different portions.

ua(c)_ref (s)− ua(c)(s)

= −C(s)φ(s)
(
ηref (s)− η(s)

)
+C(s)φ(s) (sI − Am) ω̃(s)− C(s)1u(s) (82)∥∥(ua(c)_ref − ua(c))τ∥∥L∞

≤ ‖C(s)φ(s)‖L1 Lρr
∥∥(ωref − ω)τ∥∥L∞

+‖C(s)φ(s) (sI − Am)‖L1 γ0 + ‖C(s)‖L1 ‖1u‖L∞ (83)∥∥(ua(c)_ref − ua(c))τ∥∥L∞
≤ ‖C(s)φ(s)‖L1 Lρr (γ1−σ)+‖C(s)φ(s) (sI−Am)‖L1 γ0
+‖C(s)‖L1 ‖1u‖L∞ < γ2 (84)

which contradicts the second equality in (73). These findings
prove the bounds in (71-72) and the proof is complete.

V. SIMULATIONS
In this section, digital simulations of attitude tracking of the
dual-rotor tail sitter are presented to demonstrate the effec-
tiveness of the proposed method in this study. The simulation
environments are introduced first, and the results are given
later.

A. SIMULATION ENVIRONMENTS
During the hover stage, the aerodynamic forces and moments
are produced mainly within the slipstreams of the propellers;
therefore, one-dimensional momentum theory is used to ana-
lyze the effects of the control surfaces. As shown in Figure 3,
the wings and control surfaces can be mainly divided into two
areas, which are the areas within the slipstream and areas
outside the slipstream. The areas of different portions are
listed in Table 3.

The propeller induced velocity Vslip near control surfaces
during hover stage can be calculated as 14m/s by using

FIGURE 3. Propeller slipstream partition.

momentum theory [12]. Then, the maximal pitch and yaw
control moments generated by the control surfaces can be
calculated as∣∣umax(pitch)∣∣
=

1
2
ρV 2

slip (Sw1 + Sw2 + Scs1 + Scs2) c
∣∣Cmδe ∣∣ δe(max) π180

= 0.5×1.225×142×0.061×0.253×0.2857×20/57.3

= 0.1848N · m∣∣umax(yaw)∣∣
=

1
2
ρV 2

slip (Sw1 + Sw2 + Scs1 + Scs2) b
∣∣Cnδe ∣∣ δe(max) π180

= 0.5×1.225×142×0.061×0.8774×0.1562×20/57.3

= 0.35N · m

Note that Cm0 in Table 2 is−0.036, which means an initial
nose-down pitching moment of approximately−0.0667 N·m
when the angle of attack is near 0◦. The maximal thrust the
two motors can offer is 1.25 kg while the weight of the UAV
is 0.81 kg, which means approximately 50% thrust margins
during hover. Therefore, thrust saturation, which means roll
control saturation, is not considered here. In this study, we
mainly investigate the performance of a closed-loop system
in pitch and yaw angle tracking when input constraints of
control surfaces exist. The initial values of the vehicle and
predictors of the L1 adaptive controllers are listed in Table 4.

The dynamics of the actuators in Figure 2 are considered
as first-order systems with certain time delays. According to

∥∥(ωref − ω)τ∥∥L∞ ≤ ‖G(s)‖L1 Lρr ∥∥(ωref − ω)τ∥∥L∞ + ‖C(s)‖L1 ‖ω̃τ‖L∞
+‖(1− C(s))H0(s)‖L1 ‖1u‖L∞ + ‖H0(s)‖L1

∥∥1uref ∥∥L∞ (78)∥∥(ωref − ω)τ∥∥L∞ ≤ ‖(1− C(s))H0(s)‖L1 ‖1u‖L∞
1− ‖G(s)‖L1 Lρr

+

‖H0(s)‖L1
∥∥1uref ∥∥L∞ + ‖C(s)‖L1 ‖ω̃τ‖L∞
1− ‖G(s)‖L1 Lρr

(79)

∥∥(ωref − ω)τ∥∥L∞ ≤ ‖C(s)‖L1 γ0 + ‖(1− C(s))H0(s)‖L1 ‖1u‖L∞ + ‖H0(s)‖L1 1u_ref

1− ‖G(s)‖L1 Lρr
= γ1 − σ < γ1 (80)
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TABLE 4. Initial conditions.

previous studies [34], the dynamics of control surfaces and
motors can be modeled as 1/(0.03s + 1) and 1/(0.02s + 1),
respectively. The time delays of the systemmainly come from
the following sources: control loop frequency and discrete
sampling, dynamics of data fusion and time delays from the
actuators. According to previous experiences with flight tests,
at least 20 ms input time delay margins are needed for the
controller. Therefore, time delays of 25ms in the control input
are used in the following simulations.

B. CONTROLLER PARAMETER SELECTION
For the feedforward compensator mentioned in (10),
the choices of α1, α2, and α3 should not be too ambitious
to avoid overcompensation. The inertial coupling terms ω ×
Jω are deduced from Newton-Euler equations and are used
widely in aircraft modeling, so they can be treated as high-
confidence terms; thus, α1 is chosen to be 0.6. Considering
the finite model precision, the aerodynamic-related parame-
ters α2 and α3 are chosen to be 0.3 and 0.4, respectively.

For the baseline LQR controller mentioned in equa-
tion (17), the matrices Q and R are chosen as follows to offer
good performance for a nominal system in equation (13).

Q =


0.15 0 0 0 0 0
0 0.02 0 0 0 0
0 0 0.15 0 0 0
0 0 0 0.005 0 0
0 0 0 0 0.001 0
0 0 0 0 0 0.005


R =

 0.8 0 0
0 0.8 0
0 0 0.8


From equation Am = −BmK2 and using the results from the
ARE in (18), we obtain the following:

Am =

−6.6814 0 0
0 −8.4075 0
0 0 −7.2304


which defines the desired dynamics of the angular rates for
the inner L1 adaptive controller.

For the L1 adaptive controller, the adaptive gain0 is chosen
to be 300, because in the simulation, we don’t need to par-
ticularly consider the performance of the autopilot hardware
and higher adaptive gain would be beneficial to the system
performance. D(s) is chosen to be 1/s, Kf = 10 · I3×3
and κ = 10. The parameter Kf reflects the bandwidth of

low-pass filter and it decides the tradeoff between robust-
ness and performance of L1 adaptive control architecture.
To guarantee enough time-delay margin of the closed-loop
system, the bandwidth is defined as 10rad/s. The parameter
κ defines how fast that we want the system out of saturation
and overlarge value may hurt adaptation.

C. ATTITUDE TRACKING SIMULATION
Simulation comparisons are made between the L1 adaptive
control architecture proposed by Vanness et al. [30] and
the method we propose in this study. We define these two
architectures as follows.
M1: L1 adaptive control architectures proposed by

Vanness et al. [30] that does not consider the input constraints
during the controller design process.
M2: The method we propose in this study with consid-

eration of the input constraints during the controller design
process.

1) ATTITUDE TRACKING PERFORMANCE WITHOUT MAXIMAL
DEFLECTION OF CONTROL SURFACES
To illustrate the basic performance of the closed-loop system,
the following simulations are first performed when there are
no maximal deflections of control surfaces, leading to the
same performance ofM1 andM2 because the input saturation
protectivemechanisms are not triggered inM2. The roll, pitch
and yaw command signals are defined as square waves with
the amplitude of 0.3 rad, 0.45 rad and 0.27 rad respectively.
The periods of roll, pitch and yaw command signals are 15 s,
20 s and 15 s respectively.

The simulation results are shown in Figure 4 where RES
and CMD denotes the response of system and the command
signals respectively. The deflection of control surface 1 and
control surface 2 are defined as cs1 and cs2 respectively.
Without special statement, the definitions of symbols in fig-
ures are all the same within this manuscript.

All actuators are within the normal operating conditions,
and no maximal deflection of control surfaces occur. The
deflections of the control surface and thrust variations are
relatively gentle, and no chattering exists. As mentioned in
Section IV.A, there is approximately −0.0667N · m aerody-
namic pitch moment generated by the wing when the angle
of attack is near 0◦, so the control surfaces always need
to deflect approximately −6◦ to generate the correspond-
ing control moment for compensation. The coupling effects
among roll, pitch and yaw can be observed, and there are
mainly two factors causing these effects. The first factor is the
inertial coupling terms ω × Jω in (2) and the second factor
is the coupling operation of the control surfaces between
pitch and yaw. When the control surfaces are executing sym-
metry deflections in response to pitch command, extra yaw
command would need control surfaces to deflect asymmetry,
which will inevitably affect the pitch response and vice versa.
In general, it can be seen from the simulation results that
static tracking errors near 0◦ and the Euler angle can rapidly
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FIGURE 4. Attitude tracking without maximal deflection of control
surfaces. (a) Roll angle tracking. (b) Pitch angle tracking. (c) Yaw angle
tracking. (d) Control surface deflections. (e) Thrust variations.

track the command signal which means good performance of
a closed-loop system.

2) PITCH ATTITUDE TRACKING PERFORMANCE WITH
MAXIMAL DEFLECTION OF CONTROL SURFACES
In this section, the attitude tracking performance of M1 and
M2 is compared when maximal deflection of control surfaces
exists. Considering that pitch and yaw control are coupled,
only pitch angle tracking is tested here to better illustrate the
performance of these two methods. The pitch command sig-
nals are defined as square waves with the amplitude of 0.9 rad
and the periods is 20 s. Constant disturbance moments are
used to test the system’s ability to compensate for uncer-
tainties, and pitch disturbance moments of −0.08 N · m are
added to the system at simulation time t = 4 s. Consid-
ering that the deflections of the control surfaces may not

FIGURE 5. Pitch attitude tracking with maximal deflection of control
surfaces. (a) Pitch angle tracking. (b) Control surface deflections.
(c) Desired pitch control moments calculated by the controller. (d) Actual
generated pitch control moments.

be measured, the estimated maximal control moments are
used instead in M2. Furthermore, the real control moments
that the control surface can generate may also not be known
accurately; the chosen maximal control moments may be
larger or smaller than the real maximal control moments,
so both cases are tested in the following simulations. From
Section IV.A, we know the maximal pitch control moment
is umax(pitch) = 0.1848 N · m; thus, in simulation M2_s,
we define uestmax(pitch) = 0.15 N · m and in simulation M2_l,
we define uestmax(pitch) = 0.3 N ·m.
From the simulation results, we can see that regardless of

whether uestmax(pitch) is chosen to be larger or smaller than its
true value in a certain range, the attitude tracking of M2_s
and M2_l always shows better performance than that of M1.
When control surface saturation occurs at time t = 20 s,
the overshoot of M1 is 36◦ while the overshoots of M2_s and
M2_l are both less than 10◦, which is substantial improve-
ment. In addition, from the pitch angle tracking results,
we can also see that M2_s shows better performance than
M2_l and the reason is that when saturations occur, M2_s
could make the system move out of saturation more quickly,
while M2_l seems to feel this saturation lag behind because

51322 VOLUME 7, 2019



J. Zhong et al.: L1 Adaptive Control of a Dual-Rotor Tail-Sitter UAV

a larger estimated value would make the anti-windup mecha-
nism trigger only after saturation has already occurred. How-
ever, the value of uestmax(pitch) should not be chosen to be too
small; otherwise, premature compensation will restrain the
control output and degrade the performance of the closed-
loop system.

3) PITCH AND YAW ATTITUDE TRACKING PERFORMANCE
WITH MAXIMAL DEFLECTION OF CONTROL SURFACES
In this section, both pitch and yaw angle tracking are tested
simultaneously to verify the performance of the proposed
method. The pitch and yaw command signals are defined
as square waves with the amplitude of 0.6 rad and 0.54 rad
respectively and the periods of pitch and yaw command
signals are 20 s and 15 s respectively. Considering that pitch
control and yaw control are coupled, the estimated maximal
pitch and yaw control moments are chosen as uestmax(pitch) =
0.15N · m and uestmax(yaw) = 0.3N · m respectively, which are
both smaller than their true values. Extra pitch disturbance
moments of −0.08 N · m and yaw disturbance moments of
−0.04 N · m are also added to the system at simulation time
t = 4 s and t = 13 s respectively.

From the simulation results, we can see that M2 still has
the ability to reduce the overshoot of the system’s response
even if the pitch and yaw angle are tracked simultaneously.
At time t0, it can be intuitively explained why M2 shows
better performance. We can see from the control surface
deflection after time t0, that the control surface 1 of M2 starts
to deflect in reverse, while the deflection of M1 still holds at
approximately 20◦. This effect can be seen more clearly from
the time history of the actual generated control moments;
just after time t0, the pitch moment that M1 generates is
still 0.16 N · m, while the pitch moment of M2 is begin-
ning to decrease, therefore causing less overshoots. A similar
phenomenon could also be observed at simulation time t1.
Besides, from the control deficiency, which is defined in
equation (27), in pitch and yaw, we can find that with the
anti-windup protection mechanism in M2, the differences
between desired control moments and real control moments
are smaller and disappear faster which could help control
surface out of saturation quickly.

Furthermore, we also test the performances when the esti-
mated control moments are chosen to be smaller, so uestmax(pitch)
and uestmax(yaw) are set as 0.15 N ·m and 0.1 N ·m, respectively.
In this simulation, the pitch and yaw command signals are
defined as square waves with the amplitude of 0.6 rad and
0.45 rad respectively and the periods of pitch and yaw com-
mand signals are 20 s and 15 s respectively. The simulation
results are shown in Figure 7. M2_nm and M2_rd denote
the results for uestmax(yaw) values of 0.3 N · m and 0.1 N · m
respectively. It is interesting to note from Figure 7(b) that
although the performance of closed-loop system improves,
the response of M2_rd seems to lag behind the response of
M2_nm which is an adverse effect when uestmax(yaw) is chosen
to be smaller. Furthermore, if uestmax is chosen to be too small,

FIGURE 6. Pitch and yaw attitude tracking with maximal deflection of
control surfaces. (a) Pitch angle tracking. (b) Yaw angle tracking.
(c) Actual control surface deflections. (d) Actual generated control
moments. (e) Control deficiency in pitch. (f) Control deficiency in yaw.

static error could occur in the attitude tracking response and
this should definitely be avoided in a real flight test.

4) ATTITUDE TRACKING PERFORMANCE WITH CONTROL
SURFACE FAILURE
In this section, the attitude tracking performance is tested
when control surface failure occurs. The pitch and yaw com-
mand signals are defined as square waves with the amplitude
of 0.6 rad and 0.45 rad respectively and the periods of pitch
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FIGURE 7. Comparison of attitude tracking. (a) Pitch angle Tracking. (b)
Yaw angle tracking.

FIGURE 8. Attitude tracking with control surface failure. (a) Pitch angle
tracking. (b) Yaw angle tracking. (c) Actual control surface deflections.

and yaw command signals are 20 s and 15 s respectively It is
assumed that the maximal deflections of both control surfaces
are restrained to ±10◦ from simulation time t = 12 − 40 s
and no extra disturbance moments were added.

It can be seen that during time interval t = 12 − 40 s,
both performances degrade because of control surface failure.
However, the proposed method in this study still shows better
performance than that of M1. In other words, the method
proposed in this study could improve the system performance
effectively when there exits control surface failure, which
could better guarantee the flight safety of UAV.

FIGURE 9. Flight tests.

VI. FLIGHT TEST RESULTS
Flight tests were conducted continuously in an open space,
as shown in Figure 9. Pixhawk [36] was used as the autopi-
lot of the tail-sitter in this study. The autopilot hardware is
equipped with a sensor of 3-axis accelerometer/gyroscope
MPU6000 to measure the original accelerated velocities and
angular rates with sampling rates of approximately 1000Hz.
Terrestrial magnetism is measured by an external magne-
tometer HMC5883 with sampling rates of nearly 150Hz. The
extended Kalman filter (EKF) algorithm is used to estimate
the attitude of the vehicle on on-line real-time process by
taking advantage of these measurements from sensors. The
algorithm takes 3-axis angular rate, 3-axis angular accelera-
tion, 3-axis component of acceleration in the body frame and
3-axis component of magnetometer in the body frame as state
variables. The measurements of accelerometer, gyroscope
and magnetometer are defined as measurement matrix. One
step prediction is calculated from the dynamic model and
the predicted results are then modified by the measurement
matrix to get smoothened and relatively accurate attitude esti-
mates with little phase delay. The updating rate of EKF output
was approximately 250Hz, which influenced the choice of
adaptive gain 0, and an overlarge adaptive gain would make
the attitude shake by our flight test experiences.

The control parameters in real flight tests are specified as
α1 = 0.6, α2 = 0.2, α3 = 0.3, R = 0.8 · I3×3, 0 = 160,
D(s) = 1/s, Kf = 10 · I3×3, κ = 5.

Q =


0.3 0 0 0 0 0
0 0.1 0 0 0 0
0 0 0.3 0 0 0
0 0 0 0.01 0 0
0 0 0 0 0.003 0
0 0 0 0 0 0.01


For safety considerations, the estimated maximal control

moments were chosen conservatively as uestmax(pitch) = 0.25 N·
m, and uestmax(yaw) = 0.3 N ·m in our flight test.

To test the performance whenmaximal defection of control
surfaces exists, the following commands are given to the
vehicle by the drone pilot. First, a pitch command is desired,
and then a yaw command is added to the vehicle. After a few
seconds, the vehicle is pulled back to its initial attitudes.
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FIGURE 10. Attitude tracking performances with M1. (a) Control surfaces
PWM. (b) Motors PWM. (c) Roll angle tracking. (d) Pitch angle Tracking.
(e) Yaw angle tracking. (f) Control deficiency. (g) States of predictor.

A. FLIGHT TEST WITH METHOD M1
In this flight test, no input saturation protection mechanism
was set with method M1. Figure 10 gives the time history
of actuators’ pulse width modulation (PWM) and the basic
performance of attitude tracking.

FIGURE 11. Uncertainties estimation. (a) Original data without
smoothness. (b) Processed data after smoothness.

FIGURE 12. Power spectral density of control surfaces.

From the time history of motors’ pulse width modulation
(PWM) in Figure 10(b), we can see that roll attitude control
can be realized by small differential thrust, so it is reasonable
not to consider the roll control saturation as we mentioned
before.

The closed-loop system shows good attitude tracking per-
formance when no actuator saturations occur. However, from
the time history of control surfaces’ PWM, it is remarkable
to see at time t = 73 s that maximal deflections occur and
the performance degradation appears clearly in pitch angle
tracking. An overshoot of 30◦ in pitch angle tracking can
be seen at the beginning of time 73 s and this overshoot is
inevitable because after control surfaces reached to its limit,
no more control moments could be generated leading to the
degradation of system performance. However, the continues
time of the maximal deflections would make the control
surfaces go into saturation. We can see that just after the
30◦ positive overshoot, a −27◦ negative overshoot showed
up and these results are similar to the results in Figure 6.
We can see that the reverse overshoots always exist after the
control surface enters saturation and a similar phenomenon
could also be observed at time t = 88 s, 96 s, and 106 s.
Furthermore, the estimation of angular rates in Fig.10 (g) has
the similar response with Euler angles and this indicates that
the L1 adaptive controller works well during the whole flight.

In this flight test with method M1, control deficiency
1̂u(t) is recorded but not used, and the consistent manifes-
tation between the PWM of the control surfaces and 1̂u(t)
means that the chosen values of uestmax(pitch) and u

est
max(yaw) could
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FIGURE 13. Flight test with M2. (a) Control surfaces PWM. (b) Control
deficiency. (c) Pitch angle tracking. (d) Yaw angle tracking. (e) Power
spectral density of control surfaces.

capture the situation if the control surfaces reach their limits
effectively.

The uncertainty estimation and power spectral density of
control surfaces are shown in Figure 11 and Figure 12 respec-
tively.

From the results of uncertainty estimations f (t, ω(t))
in Figure 11, we can see that at time t = 73 s, 88 s,
96 s, and 106 s, the controller could capture the uncertainties
caused by control surfaces saturation. However, the track-
ing performance degradation can be seen obviously in Fig-
ure 10 because no input constraints is considered in the design
process of method M1.

Furthermore, it is hard to say whether the deflections of
control surfaces are gentle just from the time history of PWM
in Figure 10 (a), so the power spectral density figure of
PWM is drawn. Although the physical meaning may seem

FIGURE 14. Repeatable experimental results with M1. (a) Pitch angle
tracking in flight test 1. (b) Control deficiency in flight test 1. (c) Pitch
angle tracking in flight test 2. (d) Control deficiency in flight
test 2.

unclear, it could reflect the softness of the control surface
outputs. Figure 12 shows that control signals concentrate
in the low frequency region, and this concentration means
that the deflections of the control surface are gentle and no
chattering exists.

B. FLIGHT TEST WITH METHOD M2
The flight tests results with method M2 are shown
in Figure 13. In this method, input saturation protection
mechanism was designed to help to improve attitude tracking
performance when there exists maximal deflection of control
surfaces.

It can be seen the maximal deflection of control surfaces
occurs at time t = 24 s, 35 s, 52 s, 73 s, and 95 s respectively
from time history of PWM, which is also consistent with the
results in control deficiency1û(t). In this flight test, although
we could see that the positive overshoots still occur when the
control surfaces reach their limits, no negative overshoots exit
with the help of the method proposed in this study. From the
analysis of the power spectral density for PWM, we could
see that the deflections of the control surface are gentle,
which also indicates the good robustness of the closed-loop
system.
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FIGURE 15. Repeatable experimental results with M2. (a) Pitch angle
tracking in flight test 1. (b) Control deficiency in flight test 1. (c) Pitch
angle tracking in flight test 2. (d) Control deficiency in flight test 2.

C. REPEATED FLIGHT TESTS
Finally, to illustrate that the experimental results are repeat-
able, several other flight tests were also conducted and some
of them are shown below. Figure 14 and Figure 15 show
two extra flight tests with method M1 and method
M2 respectively. Control deficiencies are all recorded in these
tests.

From the results of attitude tracking performance
in Figure 14, similar phenomenon can be seen as it is
in Figure 10. The controller with method M1 couldn’t handle
this situation well when there exists maximal deflection
of control surfaces and the overshoots of pitch angle are
relatively large.

From the flight results in Figure 15, the same conclusions
could be made as before; that is the attitude tracking per-
formance could always be improved by using the method
we proposed in this study when the control surfaces enter
saturation. Further, based on the whole flight tests, we can
also find that the worst situation of control deficiency of
M1 is near 1.5N · m while the control deficiency of M2 is
always below 0.5N · m, that is control deficiency of M1 is
always larger than M2 under the similar manipulation from
the drone pilot and this phenomenon is also consistent with
the simulation results in Figure 6 (e) and this phenomenon

could explain whymethodM2 shows better performance than
method M1 in an intuitive way.

VII. CONCLUSION
In this study, the problem of attitude tracking of the L1 adap-
tive control architecture with input constraints is investigated.
To address this problem, a novel L1 adaptive control architec-
ture is proposed in this article. The stability and performance
bounds of the closed-loop system are analyzed to illustrate
the impact of input constraints. From the simulation and flight
test results, we can conclude that with the method proposed
in this study, the overshoots could be eliminated as much as
possible and this method improves the system performance
considerably when maximal deflection of control surfaces
exists. In addition, in a real-world experiment, we find that
there exists a maximal value of adaptive gain that can be cho-
sen according to the control loop running rate. An overlarge
adaptive gain would make the vehicle shake while an overly
small value could degrade the closed-loop performance.

In our current research, the estimated maximal control
moments are chosen to be smaller than the maximal moments
that can be generated when pitch or yaw control are consid-
ered separately. More in-depth studies on the control alloca-
tion of control surfaces may help to choose better estimated
maximal control moments that could be benefit to system’s
performance. Furthermore, the studies on the influences of
higher order filter to the systemwill also be explored in future
studies.
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