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ABSTRACT Script identification in natural scene images is a key pre-step for text recognition and is
also an indispensable condition for automatic text understanding systems that are designed for multi-
language environments. In this paper, we present a novel framework integrating Local CNN and Global
CNN both of which are based on ResNet-20 for script identification. We first obtain a lot of patches and
segmented images based on the aspect ratios of the images. Subsequently, these patches and segmented
images are used as inputs to Local CNN and Global CNN for training, respectively. Finally, to get the final
results, the Adaboost algorithm is used to combine the results of Local CNN and Global CNN for decision-
level fusion. Benefiting from such a strategy, Local CNN fully exploits the local features of the image,
effectively revealing subtle differences among the scripts that are difficult to distinguish such as English,
Greek, and Russian. Moreover, Global CNN mines the global features of the image to improve the accuracy
of script identification. The experimental results demonstrate that our approach has a good performance on
four public datasets.

INDEX TERMS Script identification, Local CNN, Global CNN, ResNet-20, decision-level fusion.

I. INTRODUCTION
Script identification is an inevitable pre-step of natural scene
text understanding under multi-lingual scenarios. There are
two steps in script identification for scene text images: one
is text localization to get pre-segmented text lines [1]–[4],
and the other is identifying the script types of these pre-
segmented text lines. This paper focuses on the second step:
identifying the script types of text in natural scene images.
It is also viewed as an image classification problem. Specifi-
cally, we will classify the pre-segmented text lines that have
been located in Figure 1 into specific script types.

Script identification has achieved very good results in doc-
ument analysis [5], [6] and video analysis [7], [8]. In contrast
to the text in document images and video images, text in
natural scene images has many additional challenges, such
as more complex backgrounds, less contextual information
and large variations in fonts, colors or layout shapes. Based
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FIGURE 1. Script identification in a natural scene text image.

on the above reasons, the methods of script identification
in document analysis or video analysis are not suitable for
natural scene images. Recently, Convolutional neural net-
works (CNNs) have become the dominant machine learning
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FIGURE 2. Pre-segmented text lines in SIW-13 concerning the challenges
for script identification.

approach for visual tasks and CNNs are state-of-the-art mod-
els for many image classification tasks because of their strong
capacity and invariance to translation and distortions [9], [10].
However these classification methods based on CNN are
not suitable to be directly applied for script identification
because of two bigger challenges. One challenge is that the
extremely variable aspect ratios of scene text images bring
much difficulty to any CNN classifier with a fixed size image
as input. The other challenge is that there are many parts that
are similar or even nearly identical in different script images.
Those confusing scripts, such as English, Greek and Russian,
as well as Chinese and Japanese, having similar appearances
and even sharing the same characters, make script identifica-
tion more difficult. There are some pre-segmented text lines
in SIW-13 [11] concerning the above two challenges for script
identification in Figure 2.

The existing outstanding methods use CNNs to mine dis-
criminative features to accurately identify those confusing
scripts [11]–[13]. These methods using patches as inputs to
CNNs are good at mining the local features of scene text
images and coping with the two challenges that were men-
tioned earlier. However dividing a scene image into patches
loses some global features and degrades the overall identi-
fication performance. The common method integrating the
local and global features of a scene text image is using one
CNN to get the local and global features from different layers,
and then combining them together via up-sampling or down-
sampling. Considering variable special aspect ratios, with
which the content of images may be warped as inappropriate
inputs, and indeterminable weights of local and global fea-
tures, we argue that this operation is not suitable for script
identification which is confirmed by the experiments in a
subsequent subsection.

In this work, we integrate Local CNN and Global CNN
to fully exploit the local features and global features of
images for script identification. Inspired by the work in
[12], [14], Local CNN is designed to use patches with
the same size as inputs and an ensemble of N networks
based on ResNet-20 [9] as the architecture. In order to
highlight the first network that is used in the testing stage,
we use a higher-accuracy model to fine-tune the first network
and a relatively low-accuracy model to fine-tune the other

networks in Local CNN. Then accuracy of the first network
becomes increasingly higher than the other networks as the
training progresses. Through this fine-tuning strategy, Local
CNN fully exploits the local features of images, effectively
revealing the subtle differences among the scripts that are
difficultly to distinguish such as English, Greek and Russian,
as well as Chinese and Japanese. In addition, using patches
as input avoids the problems that are caused by the extremely
variable aspect ratios of scene text images. Local CNN in
our approach is similar to ECN in [12], but there are two
differences between them: different network architectures
and different fine-tuning strategies. Actually, Local CNN
has achieved better classification accuracy than ECN, which
was verified in the experiments. Global CNN uses simple
segmented images as inputs, and its architecture is based on
a single ResNet-20. It mines the global features of images
to improve the accuracy of script identification. In particu-
lar,, our method of segmenting images can retain the global
features of image, and avoid the problems that are caused
by the extremely variable aspect ratios of scene text images.
Finally, the Adaboost [15] algorithm is used to combine the
results of Local CNN and Global CNN for decision-level
fusion to obtain the final results. The experimental results
on four public datasets named SIW-13 [11], MLe2e [12],
CVSI-2015 [16] and ICDAR-2017 [17] demonstrate the good
performance of our approach.

II. RELATED WORK
Previouswork on script identificationmainly focused on texts
in documents [5], [18] and videos [19], [20]. In the field
of document analysis, the methods of script identification
mainly belonged to two broad categories: structure-based and
visual appearance-based techniques. The general procedure
first extracted the features and then used different classifiers
such as SVM, KNN etc. to obtain the classified results for
several scripts. In 2015, the ICDAR Competition on Video
Script identification (CVSI) was held [16]. Unlike the tra-
ditional approaches based on hand-crafted features, the top
performing methods in the competition were all based on
CNN. The competition winner (Google) was also based on
CNN, but it applied a binarization pre-processing step to the
input images. This pre-processing is not suitable for natural
scene images with complex backgrounds.

The existing methods of script identification in natural
scene images can be divided into two categories. The first
type uses CNN to automatically mine script features, and
the second manually designs different features for script
identification. Overall, the CNN based methods have better
performance than hand-crafted features based methods [12].

The first study of script identification in natural scene
images was conducted by Shi et al. [21]. The authors
proposed a CNN based framework named Multi-stage
Spatially-sensitive Pooling Network (MSPN) to cope with
the extremely variable aspect ratios of scene text images.
They extended their work in [11] in which the mid-level
representations were integrated into a single CNN for script
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FIGURE 3. The overall illustration of our approach. Stage1 and Stage 2 belong to the training stage and Stage 3 belongs to the testing stage.

identification. Jieru Mei et al. [22] exploited two important
factors named the image representation and the spatial depen-
dencies within text line, then brought them and a Convolu-
tional Neural together into one end-to-end trainable network
to identify scripts of images. At the same time, they adopted
an average pooling structure to deal with input images with
arbitrary sizes. In [23], Gomez et al. combined the convo-
lutional features, the Naive-Bayes Nearest Neighbor classi-
fier and a simple weighting strategy to discover the most
discriminative patches per class. They extended their work
in [12] in two ways: making use of a much deeper Convolu-
tional Neural Network model and replacing the NBNN with
a patch-based classification rule that can be integrated in the
CNN training process by using an Ensemble of Conjoined
Networks. In [13], Ankan Kumar Bhunia et al. proposed
a novel method that involved extraction of the local and
global features using CNN-LSTM frame work and attention-
based patch weights calculated by applying softmax layer
after LSTM. Like the above approaches, our approach is also
based on CNN. The methods in [12], [13] both used patches
as inputs to CNN for script identification. Our method uses
patches and segmented images as inputs to CNN for script
identification.

There were some methods of script identification for nat-
ural scene images that were based on hand-crafted fea-
tures. Firstly, different hand-crafted features were extracted,
and then various classifiers such as SVM, Random For-
est and so on were trained to predict the script types in
these methods [24]–[27]. These features included Local
Binary Pattern (LBP), Center Symmetric Local Binary Pat-
tern (CSLBP), Directional Local Extrema Pattern (DLEP),

the Gabor feature, the Log-Gabor feature, and the wavelet
feature and so on.

III. THE PROPOSED APPROACH
A. OVERVIEW
Given an image I , we predict its script class c ∈ {1, 2, . . . ,C}
where 1 to C denotes a specific script type. The overall
illustration of our approach is shown in Figure 3. In the
training stage, which is Stage 1 and Stage 2 in the illus-
tration, we first extract patches from the scene text images
and use these patches as inputs to train Local CNN, and
then we obtain segmented images based on the aspect ratio
and use them as inputs to train Global CNN. In the testing
stage, which is Stage 3 in the illustration, we use Local
CNN model and Global CNN model to obtain two prediction
scores. Finally, the Adaboost algorithm is used to conduct
the decision-level fusion of the results of Local CNN and
Global CNN.

B. INPUTS OF LOCAL CNN AND GLOBAL CNN
Local CNN is designed to use patches as inputs. Therefore we
first densely extract patches with the same size from images.
In the same way as in [12], we set the size of each patch
to 32×32. For an image, we first convert it to a gray-scale
image and resize the height to 40 pixels while keeping the
same aspect ratio as the original image. Then, we densely
extract patches with a size of 32×32 from the horizontal and
vertical directions of the resized image. The step size of the
extraction is 8 pixels. The entire process of extracting patches
is automatically performed by the program without human
intervention.
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For the traditional CNN, the size of the input images must
be the same. However, because the aspect ratios of text images
vary greatly, if the images are directly resized to the same size,
it will cause an overall distortion and affect the identification
accuracy. At this point, Global CNN is designed to use seg-
mented images as input. By observing the text lines in natural
scene images, we find that when the width is three times the
height, the global features of the text line are basically main-
tained. Therefore we set the size of each segmented image to
40×120. First, we convert an image to a gray-scale image
and then resize the height to 40 pixels while keeping the
same aspect ratio as the original image. After resizing, if the
width is less than 240 pixels, we directly resize the image to
make the width 120 pixels. If the width is greater or equal
to 240 pixels, we split the image into multiple sub-images
with the same size of 40×120. The detailed segmentation
process is shown in Algorithm 1. We show all the patches
and segmented images that are acquired by a scene text image
in Figure 4.

Algorithm 1 Image Segmentation Process
Input: scene text images
Output: segmented images
1: for each i ∈ [1, I ] do
2: resizing image i to keep the height 40 pixels
3: Di = the width of resized image
4: if Di < 240 then
5: segImg(i, 1) = resizing image to [40,120];
6: splitNumi = 1;
7: else
8: splitNumi = Di/120;
9: iFirstPos = 0;

10: for each j ∈ [1, splitNumi− 1] do
11: segImg(i, j) = imcrop(iFirstPos,0);
12: iFirstPos = iFirstPos + 120;
13: end for
14: the last sub image = imcrop(iFirstPos, 0);
15: segImg(i, splitNumi) = resizing image to [40,120];
16: end if
17: end for
18: return segImg(i, j)i=1toI ,j=1toSplitNumi

FIGURE 4. All segmented images and patches acquired by a scene text
image.

It is worth mentioning that the text in the images in
the ICDAR-2017 dataset is not all horizontal, and there is
some vertical text or text that is inclined at a certain angle.

Therefore, for the images in the ICDAR-2017 datasets,
we conduct a special operation. If the height of the image is
larger than the width, we will rotate the image by 90 degrees
before extracting the patches or segmenting images.

C. LOCAL CNN
1) ARCHITECTURE
Local CNN is designed as an ensemble of N networks whose
basic architecture is ResNet-20. ResNet is a very good struc-
ture for CNN and has achieved surprising performance in
the field of image classification [9]. ResNet-20 is a 20-layer
ResNet network that is very suitable for the classification
task in small images. In Local CNN, N networks are joined
at their outputs with an ‘‘Eltwise’’ layer, and a ‘‘Softmax’’
layer is behind the ‘‘Eltwise’’ layer to get the last script type.
The architecture of Local CNN is shown on the left side
in Figure 5. There are N patches that are extracted from the
same scene text image as inputs to Local CNN.

FIGURE 5. The left side is the architecture of Local CNN and the right side
is the illustration for training Local CNN.

We use (x1, x2 . . . xN ) to denote the inputs of Local CNN.
The output of the jth network in Local CNN is a vector of
length C that is denoted by (Scorej1, Scorej2 . . . ScorejC ) and
Scoreji is the evaluation score of script type i. The response
of the ‘‘Eltwise’’ layer is the sum of the outputs of the N
networks and the details are shown in formula (1). In formula
(1), (y1, y2 . . . yC ) is the output of the ‘‘Eltwise’’ layer. The
response of the ‘‘Softmax’’ layer is shown in formula (2) and
(p1, p2 . . . pC ) is a vector consisting of the probabilities of all
script types. The script type with the highest probability is
the last classification result in formula (2). We use the Cross
Entropy loss to define the loss function. It is displayed in
equation (3), where pi denotes the predicted probability of the
script type of sample i andM denotes the number of samples. y1

. . .

yC

 =


∑N

j=1
Scorej1
. . .∑N

j=1
ScorejC

 (1)

where (Scorej1, Scorej2 . . . ScorejC ) = ResNetj(xj) p1
. . .

pC

 =
 exp(y1)/

∑C

i=1
exp(yi)

. . .

exp(yC )/
∑C

i=1
exp(yi)

 (2)

loss = −
∑M

i=1
log(pi) (3)
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2) FINE-TUNING STRATEGY
The purpose of using an ensemble of multiple networks is to
highlight the first network that is used to predict the script
type during the testing stage. We analyze the architecture of
Local CNN. In the ‘‘Eltwise’’ layer, the sum of the outputs
of the N networks is used to predict the script type. It means
that all networks in Local CNN contribute to the final result.
We believe that using the trained models of ResNet-20 to
fine-tune Local CNN can improve the accuracy. Therefore,
like [12], only using a trained CNN model to fine-tune the
first network is a good choice. However, it is not good for
the final accuracy because of the low accuracy of the other
networks. We use a compromise proposal to balance the first
network and others in Local CNN. We design a fine-tuning
strategy that will ensure that the first network has higher
performance and that the other networks have little impact
on the final result.

For an image I , its script label is Si. We extract M patches
from image I , each patch’s corresponding script label is
also Si. We first use all patches that are extracted from scene
images as inputs to train ResNet-20 to obtain N CNNmodels
that are generated by different iterations of training. Then,
we use these N CNNmodels to fine-tune Local CNN. In gen-
eral, the CNNmodels of the different iterations have different
levels of accuracy and CNN models with higher iterations
always have higher accuracy. To highlight the first network,
we use the CNN model with higher accuracy to fine-tune
the first network and use the CNN models with relatively
lower accuracy to fine-tune the remaining N − 1 networks
in Local CNN. For SIW-13 dataset, we use the CNN model
that is obtained from the 110,000 iterations to fine-tune the
first network and the CNN model that is obtained from the
40,000 iterations to fine-tune the remaining N − 1 networks.
When training Local CNN, we select N patches that are

randomly extracted from the same image as the inputs, and
this image’s corresponding script type is used as the script
label. Using this strategy, the accuracy of the first network
during training will be increasingly higher than other net-
works, and then we get Local CNN model that is used in
the testing stage. The illustration for training Local CNN is
shown on the right side in Figure 5.

D. GLOBAL CNN
Local CNN is a patch based CNN and dividing the scene text
image into patches loses the global features of the images.
Here Global CNN is a powerful complement to Local CNN
and is designed to use the whole image or a simple segmented
image as input. Global CNN is good formining the global fea-
tures of images and helps to improve the script identification
performance. For Global CNN, the size of the input image is
40×120. Therefore, we use a single ResNet-20 (including a
‘‘Softmax’ layer) as the architecture. The training of Global
CNN is too simple to be introduced in detail. After the
training of Global CNN, we obtain Global CNN model.

It is worth mentioning that the training processes of Local
CNN and Global CNN are independent. So in the training

stage we can train Local CNN and Global CNN in parallel
and then combine the results in the testing stage.

E. INFERENCE
In the testing stage, we first obtain the patches and seg-
mented images in the testing set. For an image I in the
testing set, we extracted M patches that are denoted as
(Patch1,Patch2 . . .PatchM ). Supposing that the segmented
images of I are denoted as (Split1, Split2 . . . SplitS),M and
S are the numbers of patches and simple segmented images
respectively. If image I does not need to be split, S is
1 and Split1 is the resized image I . When the input is
Patchk or Splitk , the output of the last fully connected layer
(’’FC_20’’) in our case of Local CNN model or Global
CNN model is a vector of length C , which is denoted
as (Score_Local_CNNk1, . . . , Score_Local_CNNkC ) or
(Score_Global_CNNk1, . . . , Score_Global_CNNkC ), respec-
tively. C is the number of script types in the dataset.
Score_Local_CNNki or Score_Global_CNNki corresponds
to the evaluation score for script type i that is obtained
by Local CNN model or Global CNN model, respectively.
We obtain Score_local and Score_global using formulas
(4) and (5). In formulas (4) and (5), Local_CNNFC_20 and
Global_CNNFC_20 denote the response functions of the last
fully connected layer of Local CNN model and Global CNN
model, respectively. Score_local1

. . .

Score_localC

 =


1
M

∑M

k=1
Score_Local_CNNk1

. . .
1
M

∑M

k=1
Score_Local_CNNkC


(4)

where (Score_Local_CNNk1, . . . , Score_Local_CNNkC ) =
Local_CNNFC_20(Patchk ) Score_global1

. . .

Score_globalC

 =


1
S

∑S

k=1
Score_Global_CNNk1

. . .
1
S

∑S

k=1
Score_Global_CNNkC


(5)

where (Score_Global_CNNk1, . . . , Score_Global_CNNkC )
= Global_CNNFC_20(Splitk )
After obtaining the values of Score_local and

Score_global, the Adaboost algorithm is used to conduct the
decision-level fusion of the results of Local CNN and Global
CNN to get the last script type. Adaboost is an iterative algo-
rithm whose core idea is to train different classifiers (weak
classifiers) for the same training set, and then combine these
weak classifiers to form a stronger final classifier (strong
classifier). It is a widely used decision-level fusion method.
Here, we use the Adaboost algorithm to solve our specific
problem. Assume that there are N training samples (xi, yi)
where i = 1, 2, . . . ,N , xi denotes the sample (patch or seg-
mented image), yi is the label corresponding to the script type
and yε(Y = {1, 2, ..,C}) . The weight vectorW is an N × C
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Algorithm 2 Decision-Level Fusion of Local and Global
CNN
Input: (xi, yi)i=1,2,...,N , Score_local, Score_global,T
Output: weight_local,weight_global
1: D1(i) = 1/N (i = 1, 2, . . . ,N )
2: W 1

i,y = D1(i);
3: t = 0;
4: while t < T do
5: W t

i =
∑

y6=yi W
t−1
i,y ; Dti = wti/

∑N
i=1 w

t
i ;

6: //Q(i, y) is a weighting function
7: //and

∑
y6=yi Q(i, y) = 1

8: Qt (i, y) = W t
i,y/W

t
i (y 6= yi);

9: //Using D and Q to calculate the error of ht ,
10: //ht is the confidence of classifying x as y
11: if (mod(t, 2) == 0) then
12: ht = softmax(Score_local);
13: else
14: ht = softmax(Score_global);
15: end if
16: error t = 0.5 ∗ (

∑N
i=1Dt (i)[1 − ht (xi, yi) +∑

y6=yi Qt (i, y)ht (xi, y)]);
17: //Update the weight vector
18: βt = error t/(1− error t );
19: W t+1

i,y = W t
i,yβ

0.5∗(1−ht (xi,yi)−ht (xi,y))
t ;

20: t = t + 1;
21: end while
22: weight_local =

∑
mod(t,2)=0 lgâĄą(1/βt );

23: weight_global =
∑

mod(t,2)6=0 lgâĄą(1/βt );
24: return weight_local,weight_global;

vector that denotes the sample weights of the different script
types. T is the number of iterations. The detailed process is
shown in Algorithm 2.

 y1
. . .

yC

 =


weight_local ∗ Score_local1
+weight_global ∗ Score_global1

. . .

weight_local ∗ Score_localC
+weight_global ∗ Score_globalC

 (6)

script_type = type_of _max(y1, y2 . . . yC ) (7)

With algorithm 2, we obtain the values of weight_local
and weight_global. Then we get the last predict script type
through formulas (6) and (7). According to formula (7),
the maximum value of y1, y2 . . . yC is found and then the
corresponding script type is the final predicted result.

IV. EXPRIMENTS
We verify our approach and compare the results with those
of other approaches on four public datasets named SIW-13,
MLe2e, CVSI-2015 and ICDAR-2017. There are all natu-
ral scene text images in SIW-13, MLe2e and ICDAR-2017
datasets. CVSI-2015 mainly contains overlay video text with
a few instances of scene text images. In SIW-13 dataset, there
are 16,291 pre-segmented text lines including 13 scripts:
Arabic, Cambodian, Chinese, English, Greek, Hebrew,

Japanese, Kannada, Korean, Mongolian, Russian, Thai and
Tibetan. In MLe2e dataset, there are 4 scripts including
Latin, Chinese, Kannada and Hangul, and 1177 and 642 pre-
segmented text lines are in the training set and the testing
set respectively. In CVSI-2015, there are 10 scripts including
Arabic, English, Hindi, Bengali, Oriya, Gujrathi, Punjabi,
Kannada, Tamil, and Telegu with approximately 1100 pre-
segmented text lines in each script. The ICDAR-2017 dataset
has 68,613 pre-segmented text word images for training. The
validation set has 16,255 word images. The dataset consists
of 9 languages including Arabic, English, French, Chinese,
German, Korean, Japanese, Italian, and Bangla. Out of the
above languages English, French, German and Italian share
the same Latin script. Therefore, in our current work, these
scripts are assigned the same script class: Latin. Addition-
ally, isolated punctuation or other special characters are con-
sidered as a special script class, namely, Symbols. Hence,
we have a total of 7 script classes.

A. IMPLEMENTATION DETAILS
We have used the open source Caffe [28] framework to run
the deep learning running on commodity GPUs. All CNNs
used in our approach are optimized using the stochastic gra-
dient descent (SGD). When training the single ResNet-20,
the initial learning rate is set to 10−2 and decreased by a factor
of 10 after every 100,000 iterations. When training Local
CNN, the initial learning rate is set to 10−3 and decreased by
a factor of 10 after every 10,000 iterations. The momentum is
set to 0.9 and the batch size is set to 64. For SIW-13 dataset,
in the same way as in [12], the value of N is set to 10. The
number of iterations of the first CNN model is 110,000 and
the number of iterations of the remaining N −1 CNNmodels
is 40,000 in the training stage. All parameters will be dis-
cussed in subsequent subsections. The detailed architecture
of ResNet-20 is shown in Table 1.

TABLE 1. The architecture of ResNet-20 that are used in our approach.

B. SCRIPT IDENTIFICATION IN PRE-SEGMENTED
TEXT LINES
The overall classification accuracy of our approach and the
comparison with other approaches on the four public datasets
are shown in Table 2. For all methods, the images in the
same training set are used for training and the images in the
same testing set are used to compare the overall classifica-
tion performances. As shown in Table 2, our approach has
good performance on the four datasets. Compared with the
methods in [11]–[13], [21]–[23] which are all designed for
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TABLE 2. Overall classification performance comparison with other
methods on four datasets: MLe2e, SIW-13, CVSI-2015 and ICDAR-2017.

script identification in natural scene images, our approach
has the highest overall accuracy on CVSI-2015 and ICDAR-
2017 datasets and a slightly lower accuracy than the method
in [13] on SIW-13 and MLe2e datasets.

There are two main differences between our method and
the method in [13]. The first is the different input strategies.
We use both patches and segmented images as inputs to
CNN, while [13] only uses patches as inputs. The second
is the different fusion strategies. The method in [13] utilizes
the attention mechanism to conduct the feature-level fusion
of multiple patches. Our method uses an ensemble learning
technique. Specifically, the Adaboost algorithm is adapted to
conduct the decision-level fusion of the results of Local CNN
and Global CNN. After further investigation into the experi-
mental datasets, we find that some non-horizontal texts exist
in the ICDAR 2017 dataset, while in the other three datasets
all texts are horizontal. For non-horizontal text, the approach
in [13] extracts patches horizontally or vertically, which eas-
ily introduces more background areas into the patch and,
thus may lead to low performance. Our approach uses Global
CNN with segmented images as the input, which cooperates
with Local CNN to handle these non-horizontal texts, which
improves the accuracy by 3% on the ICDAR-2017 dataset.
Our approach has better performance on ICDAR-2017 and
CVSI-2015 datasets, because our Global CNN complements
Local CNN, effectively improving the overall identification
performance. We analyze the method in [13] on MLe2e and
SIW-13 datasets, since its performance is slightly better than
ours because of its effective weight distribution mechanism.
In addition, the fact that there are only horizontal text images
in SIW-13 and MLe2e datasets also highlights the weak
advantage of the method in [13] over ours.

Google [16] has the highest accuracy of 0.989 on
CVSI-2015 dataset. This method applied a binarization pre-
processing step to the input images. This pre-processing is
not suitable for scene images with complex backgrounds.
Our approach is compared with other CNN-based approaches
[27], [29], which are all designed for texts in videos.

These approaches have good performance on CVSI-
2015 dataset but have much lower performance than our
approach on SIW-13 andMLe2e datasets. The main reason is
that the text in a scene image has a much more complicated
background than the text in a video. These approaches are not
suitable for scene text script identification. We also compare
our approach with the approaches based on hand-crafted
features. We combine the Scale Invariant Feature (SIFT) [30]
with three different encodings (Fisher Vectors, Vector of
Locally Aggregated Descriptors (VLAD), and Bag of Words
(BoW)) and the SVM classifier [12]. The results show that
the overall accuracy of our approach is also higher than these
approaches using hand-crafted features.

TABLE 3. The accuracy of each script on SIW-13 and comparison with
other methods.

There are 13 and 10 script types in SIW-13 and CVSI-
2015 datasets, respectively. Therefore, we detail the accuracy
of each script and compare the results with other approaches
that are designed for scene text images in Table 3 and Table 4.
From the results in Table 3, although the overall accuracy
of our approach is slightly lower than that of the approach
in [13], our approach has higher accuracy than the approach
in [13] for Chinese, Kannada, Korean, Mongolian, Thai and
Tibetan. The approach in [13] is a very good algorithm that
considers the contributions of the different patches to the
classification using different weights. We assign the same
weight to each patch when adding scores. We think that the
value of the score reflects the weight of the patch to a certain
extent. Patches with higher scores contribute more to the final
result. The good performance of our approach is also due to
the integration of Local CNN and Global CNN.

We detail the accuracy of each script on CVSI-2015 dataset
in Table 4. There are four tasks on CVSI-2015 dataset
and in our experiments we only address Task-4, classify-
ing all 10 scripts, as it is the most generic task. As shown
in Table 5 we can see that our approach has good performance
for scripts such as Bengali, Oriya, Gujrathi, Punjabi, Tamil
and Telegu with relatively lower accuracy for Kannada.

We also list the confusion matrices of all four datasets
in Figure 6. From the results of the confusion matrices,
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TABLE 4. The accuracy of each script on CVSI-2015 and compared with
other approaches.

FIGURE 6. Confusion matrixes on four datasets. (a) MLe2e.
(b) ICDAR-2017. (c) CVSI-2015. (d) SIW-13.

we find that Kannada has a high probability of being mis-
classified as Telegu. Greek, Russian and English are often
confused, as are Chinese and Japanese. These confusing
scripts have very similar appearance and are also difficult
to be distinguished by human eyes. In addition, each script
has a certain probability of being misclassified as Latin in
ICDAR-2017 dataset due to the imbalance of samples in the
training set. There are 47,446 samples that are labeled as
Latin, which is more than the sum of the samples (21,167)
that are labeled as the other five scripts.

C. DISCUSSION
1) IMPACT OF DIFFERENT PARAMETERS
We set the value of the parameters using the experimen-
tal results from the validation set. For SIW-13, MLe2e and
ICDAR-2017 datasets, we randomly choose 10% of the data

from the training set as a validation set. In the training stage of
Local CNN, N is set to 10 which is the same as in [12]. For
SIW-13 dataset, the number of iterations that we select for
the first CNN model is 110,000 because of its high accuracy.
How we select the number of iterations for the remaining
N − 1 CNN models is very important. Our purpose is to
highlight the first network in Local CNN, and so the number
of iterations for the remaining N − 1 CNN models must
be less than 110,000. We set different values for the other
N − 1 CNN models and then compare the overall accuracy
using the validation set. The accuracy of Local CNN is shown
in Figure 7 where Ensemble-ResNet_110000_M denotes
that the number of iterations for the first CNN model is
110,000 and the number of iterations for the remainingN − 1
CNN models is M . From the results in Figure 7, Ensemble-
ResNet_110000_40000 has the best accuracy of 0.955 using
the validation set.

FIGURE 7. The accuracy changes according to the value of M.

TABLE 5. The values of weight_local and weight_global on four
datasets.

In the testing stage, we use the Adaboost algorithm to
conduct the decision-level fusion of the results of Local CNN
and Global CNN. We list the values of the fusion parameters
in Table 5. From the results in Table 5 we can see that Local
CNN has more contribution than Global CNN for SIW-13,
MLe2e and ICDAR-2017 datasets. In addition, for CVSI-
2015 dataset, Local CNN has almost the same contribution
as Global CNN.

2) IMPACT OF LOCAL CNN AND GLOBAL CNN
In our approach, Local CNN and Global CNN are integrated
for script identification. To better understand their effects,
we have listed the classification accuracy of Local CNN
and Global CNN on the four datasets in Table 6. Actually,
the good performance is mainly due to the design of Local
CNN. After Global CNN is integrated, the overall classifica-
tion accuracy has been further improved.
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FIGURE 8. Samples that our approach fails to identify. (a) Complex background or background and text mixed together.
(b) poor quality text. (c) Large text spacing or non-horizontal text. (d) shelters in front of text. (e) Great similar scripts such as Russian,
Greek and English; Japanese and Chinese, Telegu and Kannada.

TABLE 6. Overall classification accuracy of Local CNN and Global CNN on
four datasets.

3) IMPACT OF SEGMENTATION OF IMAGES IN GLOBAL CNN
In our approach, we use segmented images as input to Global
CNN, which preserves the global features of the image and
avoids the problems that are caused by the extremely variable
aspect ratios of scene text images. Global_CNN_Segment
indicates that the segmented image is used as an input; while
Global_CNN_Resize indicates that the image is directly
resized to a specific size of 40×120 as an input. The
results in Table 7 show that our image segmentation method
improves the overall accuracy for scene text images. For
CVSI-2015, the accuracies of the two methods are the same
because only a very small percentage of images are seg-
mented. There are only 57 images that needed to be seg-
mented using the training set, while the total number of
images is 6412. This also shows that our segmentation

TABLE 7. Overall classification accuracy of Global CNN with different
methods of obtaining input images.

method works well when the aspect ratio greatly changes
which is an important feature of natural scene text images.
There are only a few instances of scene text images in CVSI-
2015 dataset, and so our method is not effective for CVSI-
2015 dataset.

4) IMPACT OF DIFFERENT PROCESSING METHODS
TOWARDS LOCAL AND GLOBAL FEATURES
We use ResNet-20 as the basic architecture and add a feature-
merge branch that is used to combine the local features and
global features of a scene text image together. We merge
the features of conv_2x and conv_3x using down sampling.
In addition, we resize the image to 40×120 to be used as
an input. We compare the overall classification accuracy of
this method (CNN_feature_merge) with ours. The results
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TABLE 8. Comparison of overall accuracy of the method using one CNN
to integrate local and global features and ours.

in Table 8 show that our method has better performance.
There are three advantages of our approach. The first is that
our approach using patches and segmented images as inputs
avoids problems that are caused by the extremely variable
aspect ratios of scene text images. The second is that the
design of Local CNN achieves excellent performance, and
the last is that we integrate Local CNN and Global CNN to
fully exploit the local and global features of images for script
identification.

5) FAILURE SAMPLES OF PROPOSED APPROACH
We list some image samples that our approach fails to
identify. From Figure 8 we find that our approach fails
to identify the scripts in some scene text images with the
following conditions. These conditions include obstructed
text, complex backgrounds, background and text being mixed
together, very poor quality text that is invisible to the
naked eye, non-horizontal text, too large of text spacing,
and high similarity between the script types. Our follow-up
work will focus on these scene text images, especially on
identifying the scripts with high similarity in natural scene
images.

V. CONCLUSION
In this work, we propose a new framework integrating Local
CNN and Global CNN via the Adaboost algorithm for script
identification. The architectures of Local CNN and Global
CNN are both based on ResNet-20. The experiments show
that our approach has outstanding performance on four public
datasets. The main reasons are as follows: (1) the advanced
ResNet that is used as the basic network architecture of
Local CNN and Global CNN, (2) the input strategy and fine-
tuning strategy of Local CNN and Global CNN, and (3) the
Adaboost algorithm that is used to conduct the decision-level
fusion of the results of Local CNN and Global CNN.
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