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ABSTRACT Allocation of courses and research students based on faculty’s subject specialization and area
of interest has always remained a challenging task for university administration due to the presence of
academics’ cross-domain interests, stale faculty resumes at university portals and changing the skill set
demands from the industry. Collaborative filtering and content-based recommender systems have already
been in use by the industry for recommending things, such as movies, news, restaurants, and shopping
items to the users, and however, no one has utilized these off-the-shelf models for enhancing the student
experience and improving the quality of higher education in academia. This paper presents a case study
showcasing the use of probabilistic topic models for generating recommendations to users in academia
through appropriate course allocation and supervisor assignment. The proposed system coined as ScholarLite
harnesses the power of machine learning to extract research themes from faculty members’ past publications,
mines research interests from their resumes, and combines it with their educational background to generate
recommendations for course teaching, research supervision, and industry–academia collaboration. We have
shown the recommendation results on real-world data gathered from the higher education commission of the
country and demonstrated that the proposed techniques are scalable across various programs offered by the
universities and could be deployed in a small budget by universities for automating course and supervisor
allocation procedures. The experiments confirm our performance expectation by showing good relevance
and objectivity in results, thus making this decision management system more appealing for large-scale
deployment and use by academia.

INDEX TERMS Author topic model, higher education, knowledge management application, latent
Dirichlet allocation, machine learning, perplexity, recommender systems, topic mining.

I. INTRODUCTION
With the rapid growth and spread of information and com-
munication technology (ICT), recommender systems have
evolved that have completely reshaped the web experience
of users by providing meaningful, effective, and person-
alized recommendation of products and services to users.
Through proper data modeling and analysis, recommender
systems tend to support users in decisionmaking processes by
enhancing their ability and quality of thinking. This has been
witnessed extensively in the area of e-commerce where rec-
ommender systems are used to enhance revenues by selling
more products, whereas in scientific libraries, recommender
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systems provide support to users by moving beyond catalog
searches. The domain has received an increased amount of
attention in the recent years and has become an integral part of
many frequently visiting web sites such as Amazon, Youtube,
E-bay, CDNow, MovieFinder, Netflix, Last.fm, IMDb, etc.

While the popularity and usage of these systems
remains integral in various domains [1]–[6], its utility for
academia has been limited for suggesting research arti-
cles majorly [7]–[11]. Some researchers have also dedicated
efforts in developing systems for recommending relevant aca-
demic jobs, conferences and scholarships on social academic
networks [12]. Existing websites like CiteULike, Mendeley,
ResearchGate and Academia allow researchers to create their
own reference libraries for the articles and share them with
other researchers. The suggestions given are either relevant
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to ones area of interest or may also include cross domain
topics to facilitate interdisciplinary collaborations [13]. Some
of the other recommender systems in academia provide
internet based portals for recruitment based facilities [14].
In these systems, candidates and employers can upload their
profiles and as a result matching jobs are recommended to the
candidates on the basis of their qualification and experience.

Despite the enormous interest of industry and researchers
on the topic, recommender systems have suffered from the
problem of cold-start, sparsity and scalability. Cross domain
topic models handle the issue of sparsity [15] and skewness
in topics just like author topic model based collaborative
filters [16]. With the onset of success for deep learning
paradigm, a number of deep learning based approaches like
convolutional neural networks and collaborative deep learn-
ingmodel, etc. have also been introduced in combinationwith
collaborative filtering techniques to design recommender
systems. The usage of deep learning techniques with col-
laborative filtering deals with the problem of cold start in
recommender systems [17]–[19].

The system proposed in this research lies at the cross roads
of topic models and recommender systems. Topic models
offer a statistical approach to discover underlying themes of
text occurring in a collection of documents and are used to
support the recommendation process [20]–[23]. This work
introduces the use of two popular topicmodels: Latent Dirich-
let allocation (LDA) and author topic model (ATM) to auto-
mate supervisor recommendations for submitted research
proposals and faculty recommendations for courses offered
at national universities. The conventional procedure used to
allocate courses in an institute is manual and focuses more on
equal distribution of teaching workload given the availability
of relevant faculty. This relevance is determined either by
faculty’s previous experience of teaching specific courses or
their teaching preferences. Such teaching assignment prac-
tices for the faculty are not standardized across the university
and often do not comply with the higher education industry
standards due to the lack of faculty’s updated skill set infor-
mation locally and the biased judgment of humans in charge.
In addition to course assignment, the university management
also faces a great challenge when assigning supervisors to
research students. It is either a student’s responsibility to
reach out for a suitable supervisor or the management takes
this decision on his part by looking into faculty’s workload
policy. Either way, the selection procedure takes the toll as
the top management as well as the students are unaware of
the expertise of local faculty members due to the presence of
stale resumes at university portal. The task of connecting to
the right research team is equally cumbersome for the faculty
and industry as it is for the students. It requires a lot of drill
and experience to locate an appropriate research collaborator
from the academia or industry, thus causing a gap between
the two fields. The recommendation task becomes even more
challenging and less transparent when the size of the faculty
in a department or school increases. Thus, a system that can
automate these tasks may bring transparency and fairness

in academic procedures besides improving the quality of
research output and teaching in the country.

We believe topicmodels in the current scenario can provide
a great deal of information about the faculty’s interests from
the content of their resumes submitted regularly to the higher
education commission (HEC) of Pakistan and research papers
indexed automatically by Google scholar and DBLP. The
faculty resumes present at the HEC portal are up to date due to
the administrative nature of the national organization, and are
further complemented by authors’ research papers indexed
by Google Scholar and DBLP. In the absence of Scholar-
Lite, the recommendation tasks were manually performed by
designated program coordinators or students, thus leading to
inefficient and sometimes biased course and research super-
visor allocations. The proposed system ScholarLite can easily
be scaled up and applied to the data set of any academic
institution or industrial organization as discussed in detail
ahead (See Section IV-F).

The main contributions of this work are summarized as
below:
• Development of first supervisor & course recommender
system for academia in the region. Recommender
systems have been studied exhaustively worldwide,
however to the best of our knowledge no one has
explored the use of topic models for supervisor and
course recommendation tasks in academia or industry
before.

• Construction of a national database of computer scien-
tists’ resumes demonstrating their professional exper-
tise in different areas. The real world data can help
national organizations derive meaningful insights about
the higher education landscape of the country and take
data literate decisions focused on improving real chal-
lenges faced by academia. The data set labeled as
PakScholarScan and features extracted from it are avail-
able online at https://github.com/tabzim/Data-Set.git.

• Identification and comparison of the topic models
most suitable for developing recommender systems for
academia.

• Explores the scalability, objectiveness and computa-
tional efficiency of the proposed recommender system
ScholarLite for academia.

We have organized this paper as follows: Section II dis-
cusses the preliminary concepts required to understand the
proposed recommender system as well as related recom-
mender systems prevailing in academia. Section III describes
the details of the experiments conducted for generating rec-
ommendations. This is followed by Section IV that discusses
the empirical findings and Section V that concludes this case
study with some directions to improve the quality of the
proposed recommender system in future.

II. PRELIMINARIES AND RELATED WORK
This section discusses the preliminary concepts used for
developing the proposed recommender system as well as the
related algorithms used in developing such systems.
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FIGURE 1. Graphical abstract of the proposed recommender system (ScholarLite) for academia. The content of faculty resumes and
research proposals is pre-processed to learn various themes and author topic relationship through topic models. Once the
distributions are modeled, distance metrics are used to find out author’s similarity to any given topic in the distribution.

A. PRELIMINARIES
The graphical abstract of the proposed recommender system
can be seen in Figure 1. The proposed system makes use of
two popular probabilistic topic models: Latent Dirichlet allo-
cation (LDA) and author topic model (ATM ) to facilitate
course and supervisor recommendations. The probabilistic
models and the evaluation metrics used to assess their learn-
ing power are discussed briefly in sections below.

1) LATENT DIRICHLET ALLOCATION (LDA)
LDA is a popular probabilistic generative model used for
discovering the mixture of topics discussed in a document
and in the entire corpus [24]. Themodel takes each document,
d as a mixture of topics that are hidden and each topic, z is
formulated by a vocabulary of fixed words,wwhich could be
observed in a document. There are two groups of unknown
parameters governing the model: The K topic distributions
φ, the D document distributions θ . In addition, the model
has latent variables that handle the assignment of words w
to topics z.

The document generation process can be broadly divided
into two steps: 1) Choose a combination of topics for a
document by using a Dirichlet distribution with parameters α
over a fixed set of topics K , 2) Generate each word wi in the
document, d by first picking each topic (from the Dirichlet
distribution calculated in the previous step) and using it to
generate the word itself. The hidden and observed variables
are given as a joint probability distribution as follows:

p(β1:K , θ1:D, z1:D,w1:D) =
K∏
i=1

p(βi)
D∏
d=1

p(θd )
N∏
n=1

p(zd,n|θd )

.p(wd,n|β1:K , zd,n), (1)

where wd are the words observed for document d , β1:K are
the word probabilities where each βk represents a distribution
of the vocabulary of words given a topic, θd stores the topic
proportions for document d , zd,n is the topic assignment
for word n in document d . See Figure 2a for illustration
of the generative model. The figure highlights three distinct

levels of representation for model parameters and variables:
1) corpus level, 2) document level and 3) word level. The
parameters α and β are corpus level parameters, the variable
θd is a document-level variable and the variables zdn and
wdn are word-level variables. Corpus level parameters are
sampled only once while generating a corpus, document level
variables are sampled only a single time for every document
and word level variables are sampled only once for every
word in each document.
According to the Bayesian formulation, the posterior dis-

tribution of the hidden variables after observing a document
is given as below:

p(θ, z|w, α, β) =
p(θ, z,w|α, β)
p(w|α, β)

, where

p(θ, z,w|α, β) = p(θ |α)
N∏
n=1

p(zn|θ )p(wn|zn, β) (2)

Unfortunately, this formulation is intractable for exact
inference and is solved by using a wide variety of approxi-
mate inference algorithms such as variational approximation,
Markov ChainMonte Carlomethods and Laplace approxima-
tion. In this work, we have used Variational Inference algo-
rithm as shown by [24] to calculate this posterior distribution.

2) AUTHOR TOPIC MODEL (ATM)
Author topic model (ATM) [25] extends latent Dirichlet allo-
cation (LDA) by including authorship information in addition
to the topics as illustrated in Figure 2b. The model associates
each word w in a document with two latent variables: z and
x, representing topic and an author respectively. These latent
variables augment the N -dimensional vector w indicating
topic and author assignments for the N words. The joint
probability distribution of hidden and observed variables in
author topic model is given as:

p(θ, φ, z, x,w|α, β,A)

= p(θ |α)p(φ|β)p(x|A)p(z|x, θ)p(w|z, φ)
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FIGURE 2. Probabilistic models shown in a plate diagram where the
plates indicate repetition in the generative process and α, β are the
parameters of the respective Dirichlet distributions. θ represents the
document topic distribution matrix drawn on the basis of Dirichlet prior
denoted by α. φ represents the topic distribution matrix for each of the K
topics having a multinomial distribution over V vocabulary items.
(a) Plate diagram of LDA graphical model depicting words, w as visible
variables. (b) Plate diagram of ATM graphical model in which authors,
ad and words, w are visible variables.

=

A∏
a=1

Dir(θa|α)
K∏
k=1

Dir(φk |β)
D∏
d=1

Nd∏
n=1

Unif(xdn|Ad )

×Mult(zdn|θa, xdn = a)Mult(wdn|βk , zdn = k).

For calculation purpose, it is assumed that the group of
authors of each document is observed. The model asso-
ciates each author with a multinomial distribution over topics,
where each topic is represented with a multinomial distri-
bution over words. Thus, a multiple authored document is
represented by a probability distribution over topics that is
a mixture of the probability distributions associated with the
authors. The posterior probability distribution is given as:

p(θ, φ, z, x|w, α, β,A) =
p(θ, φ, z, x,w|α, β,A).

p(w|α, β,A)
(3)

The marginal likelihood p(w|α, β,A) cannot be esti-
mated analytically, thus making the posterior distribution

mathematically intractable. We have used variational Bayes
algorithm [26] that uses variational distribution to approxi-
mate this posterior distribution.

Given a group of document authors A and their distribu-
tions over topics θ , the process of generating a document can
be summarized as follows: 1) Choose an author uniformly
at random for each word present in the document, 2) Sam-
ple a topic for each word from the distribution over topics
associated with the author of that word, 3) From the words’
probability distribution associated with each topic z, sample
the words.

3) MODEL EVALUATION METRICS
a: PERPLEXITY AND LOG LIKELIHOOD
Perplexity is a standard evaluation metric for estimating the
generalization performance of probabilistic models like LDA
and ATM. It is computed by estimating the multiplicative
inverse of geometric mean of the likelihoods of word tokens
in the test corpus given the model. Smaller magnitude of
perplexity indicates less misrepresentation of words of the
test documents by the trained topics. The perplexity of LDA
model [27] can be evaluated as:

Perplexity = exp
(
−

∑M
m=1 log p(w|M )∑M

m=1 Nm

)
, (4)

where M represents the trained model. In document m, wm
represents the word vector. The log-likelihood of LDAmodel
can be evaluated as:

log p(w|M ) =
V∑
t=1

n(t)m log
( K∑
k=1

φk,l .θm,k

)
, (5)

where n(t)m stores the occurrences of word t in document m,
θ represents the document topic distribution matrix drawn on
the basis of Dirichlet prior denoted by α and φ represents the
topic distribution matrix for each of the K topics having a
multinomial distribution over V vocabulary items [24].

The perplexity of ATM for a set of test words (wd , ad ) for
D belonging to Dtest can be evaluated as follows:

Perplexity(wd , ad ) =
∑

dθ
∑

dφp(θ |Dtrain)p(φ|Dtrain)

×

Nd∏
m=1

[ 1
Ad

∑
i∈ad ,j

θijφwmj

]
. (6)

4) RESUME SIMILARITY MATCHING METRICS
a: HELLINGER DISTANCE
Hellinger distance is a similarity evaluation metric used to
assess the resemblance of two probability distributions p and
q [28] by the following computation:

H (p, q) =
1
2

√√√√ K∑
i=1

(
√
pi −
√
qi)2. (7)

The value of Hellinger distance metric varies from 0 to 1. The
lower the value of Hellinger distance, the more similar are the
probability distributions.
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b: KULLBACK-LEIBLER DIVERGENCE
Kullback-Leibler (KL) divergence is a distance based metric
used to evaluate the similarity of two probability distribu-
tions. The value of KL varies from 0 to 1, where a value close
to 0 implies higher similarity than the value closer to 1. The
KL divergence between two probability distributions p(x) and
q(x) can be evaluated as described in [25]:

DKL(p(x)||q(x)) =
∑
x∈X

p(x)ln
p(x)
q(x)

. (8)

5) RECOMMENDATION EVALUATION METRIC
In order to measure the quality of recommendations returned
by the topic models, we approach the retrieved recommen-
dations as a ranking problem where they are rated according
to their order of relevance. Among the standard recommen-
dation evaluation metrics, we have estimated the normalized
discounted cumulative gain (NDCG) metric to analyses how
good the recommendations have been ranked by the deployed
topic models.

a: NORMALISED DISCOUNTED CUMULATIVE GAIN
Normalised discounted cumulative gain (NDCG) takes into
account two measures: (1) Discounted cumulative gain
(DCG) of the search results showing how relevant each
retrieved result is. This is a non-negative number that is
generally derived from the user’s implicit/explicit feedback.
We have used the retrieved topic model probabilities as a
measure of author/document gain here, (2) Ideal discounted
cumulative gain (IDCGP) which ranks the top most retrieved
results according to their position.

NDCGp =
DCGp

IDCGp
. (9)

The DCG accumulated at a particular rank position p is
calculated as:

DCGp =

p∑
i=1

reli
log2 (i+ 1)

= rel1 +
p∑
i=1

reli
log2 (i+ 1)

,

The ideal discounted cumulative gain (IDCGP) is given as
follows:

IDCGPp =
|REL|∑
i=1

2reli − 1
log2 (i+ 1)

,

where |REL| represents the list of relevant documents
(ordered by their relevance) in the corpus up to position p.

B. RELATED WORK
This section will take into account the development of tech-
niques and their applications in recommender systems for
academia.

A number of applications focus on proposing e-learning
systems for the purpose of recommending articles and doc-
uments to the users using machine learning approaches.
In [29], the system takes into account user preferences and

uses information retrieval and collaborative filtering tech-
niques along with utilizing key extraction algorithm and
automatic query extraction from web in order to recom-
mend documents on a given topic. In a similar way, some
of the applications generate recommendations to the users
by taking into account not only their own preferences but
also the interests of their friends and faculty in academic
social networks [12]. In [30]myPTutor, a system for planning
and recommending learning routes is presented. The system
uses artificial intelligence (AI) and case based planning tech-
niques to suggest learning routes according to the students’
requirements and is implemented on top of MOODLE but
the system does not involve ontology based algorithms in
order to increase the reusability of contents. In [31], a course
recommendation system is presented that helps the learners
in the selection of the courses according to their specified
requirements. The system uses a hybrid methodology using
ontology in order to generate recommendations.

The applications of recommender systems have also been
seen in the area of English language learning. Hsu et al. [32]
proposed an English reading material recommendation
system based on the rule based knowledge engineering
approach. The expert recommender system uses opinions and
domain knowledge of English teaching experts in order to
generate recommendations on the basis of preferences and
knowledge levels of individual students.Furthermore, anno-
tation module was also included in a personalized mobile lan-
guage learning system in order to enable the students to take
notes of English language vocabulary translation for reading
the content [33]. The system does not support the updation of
user profile and does not keep a record of the updates in the
reading interests over time. In [34], a recommendation forum
for English learning was presented. The study examined the
impact of collaborative filtering on college students use of an
online forum.

A number of systems focus on recommending scientific
and scholarly articles to the users [7]–[10]. In [35], a system
for recommending scholarly papers to the researchers has
been proposed. The recommendations are generated by using
latent information extracted from term frequency-inverse
document frequency (TF-IDF) features and cosine similar-
ity is measured between users research interests gathered
from their past publication information and the papers that
cite the users work, however the system does not provide
recommendations for inter-disciplinary research work. Sun
et al. [36], [37] proposed a recommendation approach that
analyzes the semantic content of the articles by keyword
similarity calculation and extracts online users’ connections
in order to support article voting and generating recommen-
dations. The approach is also implemented in an online social
network platform called ScholarMate. In order to resolve the
mismatch problem and match irrelevance problem in rec-
ommending articles, they further integrated three similarity
measures such as keyword similarity, journal similarity and
author similarity. First of all the keyword similarity is used
to generate a list of candidate articles and then journal and
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author similarity is used to select the relevant articles from the
list of candidate articles. Xia et al. [38] presented a scientific
article recommendation system by using the information of
relation between articles on the basis of common authors. The
proposed system presents two forms of recommendations:
One on the basis of common author based search pattern
and other on the basis of frequently appeared author for the
articles but it does not involve citation relationships between
authors in order to perform recommendation on the basis
of author based search patterns. In [39], a scientific article
recommendation system is presented that uses a bi-relational
graph representing article content similarity, researcher inter-
est correlation and research article readership. In order to
generate recommendations, an iterative random walk on the
Bi-Relational Graph is conducted. The problem with the
system is that it focuses on researcher-researcher relevance
but the article-researcher relevance is not used for gener-
ating recommendations. Furthermore, in [40], a publication
venue recommendation system is proposed that compares the
title and abstract of the research article with the prospective
venues for the publication.

Although, all of the recommender systems discussed above
use a number of machine learning and data mining tech-
niques, none of them have utilized topic models for the pur-
pose of generating course and supervisor recommendations in
academia. In this case study, we have done empirical analysis
to identify the most suitable topic models for this task on real
world data set 1 and explored their scalability, objectiveness
and computational efficiency for implementation in national
organizations.

III. EXPERIMENTS AND RESULTS
A. DATA COLLECTION
In order to explore the content of faculty resumes for var-
ious research themes in Computer Science, relevant data
is required to train the topic models. Due to the non-
availability of any relevant benchmark data set, we devel-
oped our own data set PakScholarScan comprising of rele-
vant material for training and testing. To develop the train
set, paper abstracts along with the author information from
different areas of computer science were accumulated. The
abstracts were collected from NIPS conference proceedings2

of years 1999 and 2000, SIGCOMM conference proceed-
ings3 of years 2015 and 2016, KDD conference proceed-
ings4 of year 2016, and ICIP5 proceedings of year 2016.
The four are considered as the largest conferences in the
areas of Artificial Intelligence, Computer Networks, Data
Mining and are regarded as a melting pot of researchers from
various areas of science such as Machine learning, Computer
Vision, Statistics, Physics, Mathematics, Neuroscience, and

1https://github.com/tabzim/Data-Set.git
2https://archive.ics.uci.edu/ml/datasets/NIPS+Conference+Papers+1987-

2015
3http://www.sigcomm.org/ccr/papers
4http://www.kdd.org/kdd2016/
5http://2016.ieeeicip.org/

Data Science. Our train data thus entails a wide range of
themes and perspectives shared in these publications. The test
data is built from the resumes of faculty members from the
Institute of Management Sciences (IMSciences) Pakistan 6

and other national institutes whose faculty has been approved
by the Higher Education Commission of Pakistan (HEC)
for supervising post graduate level research. These resumes
were extracted from their workplace websites and latest pub-
lication information revealed by the search engines: Google
Scholar and DBLP. From the resumes, only the publication
information is extracted that contains author information and
title of the published research piece. The focus is on the
publications’ section of resume as this information signifies
academic’s research interests and potential of supervising
students in a specific area. A collection of 698 resumes
from HEC and IMsciences portal are accumulated out of
which 612 are assigned to the train set and 86 documents are
assigned to the test set. Please note that this test data set is
prone to scale up with more faculty recruitments by HEC in
future and as we increase the scope of the project to programs
other than Computer Science. The data set used in this case
study is available at https://github.com/tabzim/Data-Set.git.

B. DATA PRE-PROCESSING
Once the data has been collected, a number of pre-processing
steps are performed to make it amenable for model train-
ing and testing. In the first step, stop words are removed
from the collected resumes and paper abstracts. Stop words
identify some of the most common, short functional words,
such as ‘the’,‘is’,‘at’,‘on’, etc. that cannot help in distin-
guishing one theme from another and hence are discarded.
After stop word removal, the next steps involve lemmatiza-
tion and stemming which facilitate in removing the inflec-
tional forms of the word and extract the common root or
dictionary form of the word. After performing these data
cleaning steps, unigram features are extracted from the word
tokens to make them amenable for statistical modeling. Some
of the most popular feature extraction techniques used in
natural language processing are as follows: n-gram (uni-
gram, bigram, trigram) [41], bag of words (BoW) [42], term
frequency-inverse document frequency (TF-IDF) [43] and
parts of speech (POS) [44]. The unigram features are further
weighted by the count of term occurrences in a document and
thus entire corpus respectively.

C. MODEL TRAINING
After preprocessing the entire corpus, we use the train data
to train the LDA and ATM models respectively. Training the
model requires the use of optimal hyper-parameters which
are not known beforehand for every data set. In order to find
their best values, we divide the train set further into train
and cross validation sets with 420 documents left out for
training and 192 documents separated for model validation
task. The new training set is used to train the model for

6https://www.imsciences.edu.pk
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TABLE 1. Hyper-parameters tweaking via grid search method to find out
optimal values for LDA model training. (a) LDA’s perplexity and likelihood
on cross validation set with fixed number of topics, K = 15 and varying α
and β. The best value for α and β are 1 and 0.01 respectively. (b) LDA’s
perplexity and likelihood on cross validation set with optimal
hyper-parameters, α = 1.0 and β = 0.01. By changing the values of K ,
we observe the perplexity and choose the optimal number of topics
K = 5 for LDA.

different possible values of α and β by keeping the number
of topics K fixed. See Table 1a and Table 1b for illustration
of hyper-parameter setting in LDA. The learning of model
is assessed by observing the values of perplexity and log
likelihood. The smaller the perplexity, the higher is the ability
of the model to generate the documents/resumes. The bold
values in the table show that the optimal values of α and β
are 1 and 0.01. Once suitable values of α and β are found,
we keep these values fixed and change the value of number
of possible topicsK . Table 1b reveals that the optimal number
of topics discovered by LDA are 5.

For ATM, optimal hyper-parameters are searched in a
similar way by first fixing the value of K and iterating α
and β. Once optimal values of these hyper-parameters are
found, we treat them as constants and vary the value of K to
observe its perplexity on the held out set. As shown in Table 2,
the optimal hyper-parameter values for ATM are α = 1
and β = 2. ATM also shows lowest perplexity and highest
likelihood on 5 topics. Please note that the data given to both
the models for assessment of top topics and top authors with
topics is the same and hence could be compared for models’
performance evaluation.

D. MODEL EVALUATION
After determining optimal values of hyper-parameters and
number of topics, the cross validation and train sets are
merged again for training the two topic models on the entire
train set. The performance of these trained models is eval-
uated on unseen test data set using perplexity and log like-
lihood scores shown in Table 3. In order to explore hidden

TABLE 2. Hyper-parameters tweaking via grid search method to find out
optimal values for ATM training. (a) Perplexity and likelihood of ATM on
cross validation set with K = 15 and varying α, β. The best value for α and
β are 1 and 2 respectively. (b) ATM’s perplexity and likelihood on cross
validation set with α = 1.0, β = 2.0 and varying K . By changing the values
of K , we observe the perplexity and choose the optimal number of
topics K for ATM.

TABLE 3. Performance of the topic models on test resumes. (a) LDA
perplexity and likelihood on test set with α = 1.0 and β = 0.01. The best
results are obtained at K = 5 as indicated on the cross validated set.
(b) ATM perplexity and likelihood on test set with α = 1.0 and β = 2.0. The
best results are obtained at K = 5 as indicated on the cross validated set.

themes in resumes, LDA produces top words with high prob-
abilities for each theme. The results can be seen in Table 4.
In comparison to LDA, the author topic model produces
author ranking with respect to each topic discovered from the
resumes data set. For each of the discovered research themes,
we can observe the top words for each topic as well as the
faculty member’s relevance to that area of research.

IV. DISCUSSION & ANALYSIS
On comparing the perplexity/likelihood of LDA and ATM
on test data set, we observe that the generative power of
LDA is much better than ATM and it is much likely to
reproduce documents (resumes) with the same theme seen
before. In contrast, the ATM focuses on joint distribution of
author/s with topics and hence their margin of error for joint
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TABLE 4. Top five topics returned by LDA topic model.

TABLE 5. Top five topics and top ten authors for each topic retrieved by author topic model (ATM).

author-topic generation is higher. We have observed both the
models for overfitting by using cross validation on held out
resumes and selecting the number of topics for which the
model is least perplexed. It was found that as we increased
the number of topics K , the documents in the cross validation
set get partitioned into very small topic collections producing
more words with smaller probabilities. Such small probabil-
ities lead the perplexity to explode for large K . With large
number of topics K , the probability that the test document
covers the same proportion of topics as train set decreases
causing perplexity to grow and model to overfit as shown
in Tables 1b and 2b earlier.

Next, we monitor the quality of topics and authors’ enti-
tlement to each topic with LDA and ATM respectively.
We can compare the quality of topics retrieved by both
the models from the semantics conveyed by most proba-
ble words for a theme and their probability strength for a

topic. We have formally not given a specific label to the
retrieved topics 0 to 4, however it seems like the areas
of research identified by topic models are Computer Net-
works/Mobile Communication, Software Engineering and
Modeling, Image Processing/Computer Vision, Machine
learning/Artificial Intelligence and DataBases/Data Mining
respectively. Note, that we have not optimized the semantic
coherence of words for a topic, however research has been
carried out in this area already [45], [46] and this avenue
could be explored for further analysis in future. It is also
important to note that better labels do not make a bad topic
good. We need to check the co-occurrence information of
words for all topics too.

A. SUPERVISOR RECOMMENDATION TO STUDENTS
In order to generate supervisor recommendations for the
students, we preprocess the abstracts of project proposals
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TABLE 6. Author topic model shows best supervisor match for the
student interested in working on content based image retrieval and
computer networks. We have chosen supervisors from Higher education
commission’s national database and checked their research relevance
with the proposal of the student. (a) Supervisor recommendations at
national level are made on the basis of Hellinger distance and KL
divergence. (b) Submitted project proposal’s probability for each topic is
mentioned along with the list of recommended supervisors whose author
topic probabilities with respect to each topic are given.

submitted by the students where students appear as document
authors in the test set. The faculty’s resumes are also prepro-
cessed likewise as discussed above and augmented with the
students’ submissions in the test set. This test data is given
to the trained ATM for author topic modeling of information.
The results of the experiment showing recommendation for
two students interested in working on content based image
retrieval and networks domain are illustrated in Table 6.
Subject to the content of the submitted proposal, the most
similar topic for Wajahat ul Amin is Topic 2 (0.949139),
whereas Aziz Rehman’s proposal is highly relevant to Topic 1
(0.852585).

Through ATM, one can observe the topics where students
and supervisors are appearing jointly with a strong proba-
bility and make recommendations accordingly. Keeping in
account the content of the proposal, the system first finds
relevant faculty members in the student’s area of interest and
then assesses which faculty member has higher relevance to
the student’s proposal. We can observe one such successful
recommendation for Wajahat. The second example of Aziz
Rehman is shared on purpose to demonstrate what happens
when there are fewer/no faculty members working in stu-
dent’s area of interest. There were altogether fewer network
experts on campus with publications not matching to the
student’s proposal. The model therefore suggests alternate
supervisors not necessarily belonging to the student’s area
of interest yet their research record promises to support the
idea student is interested to work on. Such a recommendation
might not be the best recommendation, as the model is offer-
ing an unpopular and non-expert supervisor to the student,
however things could not be made much different for this

TABLE 7. Author topic model showing researchers with similar areas of
interest in the national and international research community. The
developed recommender system reveals opportunities of possible
collaborations between the researchers based on their expertise. (a) Best
research collaborator match at national level on the basis of Hellinger
distance and KL divergence. (b) Best researcher match at international
level on the basis of Hellinger distance and KL divergence distance.

student due to the novelty of his research idea and lack of
subject experts in the university. We have also calculated the
NDCG scores of supervisor recommendations given toWaja-
hat and Aziz. The NDCG score for Wajahat is 0.9954 and
the NDCG score for Aziz Rehman is 0.9886, both reflecting
the relevance of recommendations returned to the students
subject to the provided data set.

B. RESEARCH COLLABORATOR RECOMMENDATIONS
In order to generate recommendations for project collabora-
tors in academia, we have also computed KL Divergence and
Hellinger distance based similaritymetrics for academics reg-
istered in our data base. A list of some selected collaborators
at national level could be seen in Table 7a.

The table shows that for Abdul Nasir Khan, the most
matching researcher is Saleemullah having the lowest
Hellinger distance value of 0.0014186, the second clos-
est researcher is Amjad Ali having a distance value
of 0.0023596 and the third relevant researcher is Mian
MuhammadHumayunwith a distance value of 0.002672. The
results of these distance based evaluation metrics have been
verified by checking the area of specialization of queried and
recommended collaborator. Such evaluation metrics pow-
ered by topic models can help us achieve multiple objec-
tives: 1) Find relevant co-supervisors or collaborators for a
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TABLE 8. Application of the proposed recommender system for
identifying faculty eligible to teach courses offered in the home institutes.
(a) Recommended national faculty for the courses taught in university.
(b) Recommended international faculty for the courses taught in
university. (c) Topic association of recommended national and
international faculty.

project, 2) Gauge our research expertise by comparing the
distance with key researchers in the field at national and
international level. See Table 7b for the illustration of for-
eign research experts recommended by the proposed system.
It is important to note that these experts only consists of
researchers whose papers were published in the proceedings
fromwhere the data was gathered. If we increase our database
size, the results shall give us a picture of global research
landscape featuring various experts with similar research
interests. The proposed application could also be extended
for locating industrial experts to promote industry academia
linkages.

C. COURSE TEACHER ALLOCATION
We also assessed the proposed system for allocating courses
to faculty members present in national institutes. In order
to provide this functionality, the standard course outlines
approved byHigher Education Commission (HEC)were used

as documents authored by their course titles. These author
topic documents were used as a test set and passed to the
author topic model to find out faculty who could teach those
subjects nationally as well as internationally. Some of the
results of this experiment are shown in Table 8.

In order to increase the reliability of the results,
we have also demonstrated its performance with international
researchers who may/may not be a part of academia, yet their
subject specializations revealed through their publications
make them a relevant candidate for teaching the course. It is
important to note that several courses can fall together in a
particular topic due to their overlapping course contents and
fellowship to a broad area of science. For example, Machine
Learning and Computer Vision both are specialized courses
of Artificial Intelligence and hence show strong probability
to Topic 2. To evaluate the quality of these recommendation,
we have also calculated the NDCG scores of recommended
national and international faculty. For Computer Vision,
the NDCG scores for the national and international faculty
are 0.9947 and 0.9994 respectively. For Information Secu-
rity, we attained NDCG scores of 1.00 and 0.9979 respec-
tively, whereas for Machine learning, the NDCG scores
for the national and international faculty are 0.9973 and
0.9962 respectively. These results endorse the recommenda-
tions provided to the users based on their relevancy and order
of search retrieval.

D. ASSESSMENT OF HIGHER EDUCATION LANDSCAPE OF
THE COUNTRY
Using the retrieved topics and faculty’s research associations
returned by ATM, we also take a look at the country’s higher
education landscape featuring the strengths as well as weak-
nesses of our institutes in ICT sector. One can have a bird’s
eye view of the human resource deficit country is facing
in various areas of research and can therefore necessitate
the need of making policies for the eradication of expertise
gap in higher education institutes. Figure 3 reports the mean
probability of researchers belonging to each topic category in
author topic model. We noticed that the country has a large
pool of researchers in Topic 2, yet there is a scarce arrange-
ment of faculty in other areas of Computer Science. Please
note that these observations only hold true with the deployed
data set that involves academic researchers approved by the
Higher Education Commission (HEC) of Pakistan. There
may exist a pool of additional Computer Science experts
who have neither registered nor are approved by HEC for
supervising research and are therefore part of the unexplored
market segment assisting the students in country.

E. OBJECTIVENESS & COMPUTATIONAL NEEDS OF THE
PROPOSED RECOMMENDER SYSTEM
The automation proposed by the current system adds a new
dimension of transparency and fairness in managing research
projects and allocating courses/supervisors in academia. The
lack of human engagement in the entire process ensures
that the system is not influenced due to the likes/dislikes of
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FIGURE 3. Mean probability of researchers’ relevance to a specific
subfield in Computer Science.

administrative staff, rather all the recommendations are based
on merit determined by matching the scholarly content of
CV/proposal with the content of papers’ database showcasing
existing and emerging research themes.

The proposed system, ScholarLite was developed and exe-
cuted on Intel Core i-5 with 2.40 GHz processor and 4GB
RAM. As one could observe, the computational needs of
the model are not beyond the financial reach of government
organizations in developing states and the proposed system
could easily be deployed using a basic standalone machine.
It is important to note that we haven’t deployed any deep
model for the task at hand due to their heavy requirements
in terms of computational power and parameter optimization.
We believe that deploying such models would be expensive
in resource constrained environment present in developing
countries. Therefore, the experimentation was confined to use
of LDA and ATM models only.

The total running time taken for training LDA and
ATM topic models is 835.8065577 seconds and 640.
1657035999999 seconds respectively. The time complexity
incorporates CPU time only as we haven’t implemented the
code on graphics processing unit (GPU) to accelerate per-
formance. It is possible to utilize the graphics processing
units (GPUs) for training the topic models and utilizing them
for generating recommendations [47], [48] when the size of
the data set scales up. The current generation of GPUs pro-
vides higher computational capability and higher memory
bandwidth than a commodity multi-core CPU thus allowing
one to offload compute intensive portions of their program to
run on GPU while running the remainder code on CPU.

F. SCALABILITY OF PROPOSED RECOMMENDER SYSTEM
ScholarLite demonstrates the proof of concept for faculty
in IT/Computer Science only, however the proposed rec-
ommender system is scalable to other programs/degrees
offered in the national/international institutes. In order to
assure scalability of the proposed recommender system,
we have deployed variational inference algorithm instead
of Gibbs sampling for inference in LDA as well as ATM
to assist topic discovery from a large corpus of examples.
Topic models have shown their flexibility to scale up due

to Variational Inference algorithm and parallel program-
ming techniques on distributed computing architecture in
the past [49], [50]. Thus, one can leverage such techniques
to deliver a scalable recommender system encompassing all
the disciplines of study in our national institutes. In order
to ensure reproducibility and transparency of the research
results, an open source code of the project is shared at
https://github.com/tabzim/Recommender-System/.

V. CONCLUSION AND FUTURE WORK
This work aims at deploying machine learning learning tools
for developing a recommender system useful for faculty and
students in academia. Choosing relevant research supervi-
sors, course teachers, and project investigators is considered
quite a challenging task due to staff’s cross domain inter-
ests, stale and varying templates of resumes and changing
industrial expectations from the academia. The proposed
solution demonstrates how to automate these practices effi-
ciently while keeping transparency and relevancy intact. The
proposed methodology is scalable to different disciplines and
can easily adapt to newmarket trends by augmenting its ‘train
model’ with the latest publications of researchers. The system
ensures that students willing to work on new research ideas
are able to find out relevant supervisors either in their enrolled
institutes nationally or internationally. We have shown the
results generated by two popular probabilistic models: LDA
and ATM on real world data set and found out that the
generative performance of LDA is much better than ATM,
however ATM gives semantically more useful information
than LDA and proves more suitable for the recommendation
task at hand. ATM gives author information jointly with the
discovered themes, thus making our recommendation proce-
dures more pragmatic and logical.

The proposed system is the first recommender system
of its kind whose proof of concept is shown for registered
Computer Science staff in Pakistan only. In future, we aim to
scale this system for faculty of other programs too. Scaling
the system to other programs may help national organiza-
tions derive meaningful insights about the higher education
landscape of the country and take data literate decisions
focused on improving real challenges faced by academia. We
would also like to explore the effect of using other types of
features such as bigrams, term frequency-inverse document
frequency (TF-IDF) to represent the word tokens and see
their impact on supervisor recommendation and course allo-
cation task. The system at the moment does not encompass
time dynamics which may prove useful to represent authors
changing research interests over a period of time. We would
like to explore this avenue of research in future so that the
recommendations remain relevant and up to date with respect
to the dynamics of research and industry.
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