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ABSTRACT Currently, research on question answering (QA) with deep learning methods is a hotspot in
natural language processing. In addition, most of the research mainly focused on English or Chinese since
there are large-scale open corpora, such as WikiQA or DoubanQA. However, how to use deep learning
methods to QA of the low resource languages, like Tibetan becomes a challenge. In this paper, we propose
a hybrid network model for the Tibetan QA, which combines the convolutional neural network and long
short memory network (LSTM) to extract effective features from small-scale corpora. Meanwhile, since the
strong grammar rules of Tibetan, we use the language model to decode the output of the LSTM layer which
makes the answer more accurate and smoother. In addition, we add the batch normalization to accelerate
deep network training and prevent overfitting. Finally, the experiments show that the ACC@1 value of the
proposed model in Tibetan QA is 126.2% higher than the baseline model.

INDEX TERMS Tibetan question answering, hybrid network, convolutional neural network, long short
memory network, language model.

I. INTRODUCTION
Question answering (QA) is concerned with building sys-
tems that automatically answer questions posed by humans
in a natural language [1]. From keyword-based retrievable
QA to community-oriented QA (e.g. Google QA system,
Yahoo answer, Baidu knows, etc.), a variety of frameworks
for QA are proposed. Currently, the question answering over
knowledge base (KB) is proposed [2], [3].

Most of these systems are currently based on the end-to-
end network model [4]–[10], which includes the encoding
layer and decoding layer. The two layers usually use deep
learning methods. In the end-to-end network model, there are
two key points.
(1) Sequential sentences are processed using the recurrent

neural network (RNN)model. For example, if you want
to predict the word ‘‘play’’ in the sentence ‘‘I want
to play tennis’’, you usually need to use the previ-
ous words ‘‘I’’, ‘‘want’’, ‘‘to’’, because these words
in this sentence are relevant. However, the traditional
neural network cannot solve this problem because the
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nodes are unconnected. RNN can remember the previ-
ous information and apply it to the calculation of the
current output since the nodes between hidden layers
are connected.

(2) Model structures can be combined freely. The model
combination is a method to achieve balance between
the error and overfitting. When the training data is
limited, it is easy to cause overfitting. If the predicted
results of different models are averaged, the risk of
overfitting can be reduced.

The end-to-end network model has been successful
used in English and Chinese, since there are large-scale
open corpora, such as Natural Questions (English) [11],
SimpleQuestions (English) [12], WikiQA (English) [13],
SQuAD (English) [14], TREC QA (English) [15], Trivi-
aQA (English) [16], WebQA (Chinese) [17] InsuranceQA
(Chinese) [18], DoubanQA (Chinese) [19]. However, Tibetan
QA systems and corpora are few. So how to use end-to-
end network model in Tibetan QA and extract the effective
features from small-scale corpora is a key problem.

Tibetan is an alphabetical language, established in the
7th century. Comparing with English and Chinese, Tibetan
has strong grammar rules. For example, Chinese has three
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TABLE 1. Comparing examples of grammar rules in chinese and tibetan.

different expressions for the same meaning sentence, while
Tibetan has only one way of expression, shown in TABLE 1.
How to use the characteristics of Tibetan to the QA model is
another key problem.

Based on the above description, the contributions of this
paper are as follows:
(1) Since the scarcity of Tibetan corpora, we use a hybrid

network which includes CNN and LSTM to extract the
effective features from small-scale corpora.

(2) Since the grammar rules of Tibetan are strong, we use
the language model (LM) to decode the output of
LSTM layer, which makes it more accurate and
smoother.

(3) Due to the complex structure and low running speed of
the neural network, we use batch normalization (BN)
acceleration to improve the model speed on the
premise of better results.

II. RELATED WORK
In recent years, many end-to-end network models have been
proposed, such as BiDAF [4], R-net [5], DCN [6], Reason-
Net [7], Document Reader [8], Interactive AoA Reader [9]
and Reinforced Mnemonic Reader [10]. These models are
all based on deep learning methods, such as RNN, CNN,
LSTM, etc.

RNN has successful used in QA because it can easily
deal with the text sequence problem. However, it is difficult
to deal with the long-term dependency problem. To solve
this problem, LSTM [20] is proposed. Meanwhile, atten-
tion mechanism breaks the restriction that the traditional
encoder-decoder structure depends on fixed length vectors,
and has a great promotion effect on sequential learning
tasks [21]–[23]. Li et al. [24] proposed a question categoriza-
tion method based on LSTM. Firstly, words of questions are
transformed to vectors. Then, a novel LSTM with attention
mechanism is used to capture the most important features
in a question. Finally, features are fed into the classifier to
predict the category of the question. Chen et al. [8] proposed
a method based on LSTM which uses an external memory to
store the knowledge. The memory is read and written on the
fly with respect to the attention, and these attentive memories
are combined for inference. Wang and Manning [25] tried to
compare the question and answer sentence by the syntactical
matching in parse trees. Rocktaschel et al. [26] utilized a
two-way attentionmethod based on LSTMwhich can read the
question and related answer tokens for improving encoding.

Another problem is that RNN prevents parallel computing
because tokens must be put into RNN sequentially. Recently,
the efficient progress has been made in the application
of CNN in natural language processing (NLP) [27], [28].
Yu et al. [19] proposed a CNN based network to answer
selection of a given question, which uses distributed represen-
tations and learns to match questions with answers by con-
sidering the semantic encoding. Yih et al. [12] constructed
models for single-relation QA with triples in knowledge
base. Bordes et al. [13] used a type of siamese network for
learning to map question and answer pairs into a joint space.
Iyyer et al. [29] worked on the QA task that requires identi-
fying an entity described by a series of sentences.

There are also some related works in the combination
of LSTM and CNN. Tan et al. [30] built embedding rep-
resentations of questions and answers based on the LSTM
model. They extended the model in two directions. One
is defining a more composite representation for questions
and answers by combining CNN with the basic framework.
The other is utilizing a simple but efficient attention mech-
anism to generate the answer representation according to
the question context. Li [31] used the general deep learning
model to solve the multi-choice QA task. And they used
a two layers LSTM with attention which gets a signifi-
cant result. Feng et al. [32] did not rely on any linguistic
tools, and the model can be applied to different languages
or domains which require to specify an answer candidate
pool for each question in the development. Yih et al. [33]
focused on improving the performance using models of lexi-
cal semantic resources and evaluated on the TREC-QA [15].
Santos et al. [34] proposed a new neural network architec-
ture called BOW-CNN which combines a bag-of-words rep-
resentation with a distributed vector representation created
by the CNN model. Zhou et al. [35] proposed a way to
build a concept thesaurus based on the semantic relations
extracted fromWikipedia. These works usually used CNN to
calculate the similarity between questions and answers, and
used LSTM to feature extraction, so the dependence of the
CNN-LSTM networks is not high. Different from previous
works, our workmainly uses CNN-LSTMnetworks to extract
features.

LM is an important component in NLP applications
such as machine translation and speech recognition [36].
LM provides the probability of a word sequence in lan-
guages. In recent years, using LM in LSTM has made great
progresses [37]–[39].

The research of the Tibetan QA is relatively few.
Sun et al. [40] proposed a method for Tibetan QA based on
KB, which includes the understanding of Tibetan questions,
judging the types of questions, and retrieving the appropri-
ate answers by similarity calculation. Chen [41] designed a
Tibetan encyclopedia knowledge QA system, which contains
three main modules: knowledge base management, question
analysis module and answer extraction module. These works
only used keywords extraction to analyze questions, did not
understand the true meaning of the questions.
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FIGURE 1. Architecture of Tibetan QA.

III. MODEL ARCHITECTURE
A. PROBLEM FORMULATION
The task considered in this paper is defined as follows. Given
the question set with n questions q = {q1, q2, · · · , qn} and
the answer set with n answers a = {a1, a2, · · · an}. We assign
a label to each answer 0 or 1, respectively stands for wrong or
right. And the ratio of right andwrong is 1:10.Wrong answers
are selected randomly from the corpus. So, the corpus format
can be defined as (q, a, label), and this is the training data
of our model. Using the training data, we can get the hybrid
network model. For the input question, the model can output
the answer which score is the highest. The architecture is
shown in Fig 1.

B. FRAMEWORK
The model mainly includes three layers:
(1) Embedding layer

For the input question set q = {q1, q2, · · · , qn}, this
layer vectorizes the words in the questions and gets the
vector representation w = {w1,w2, · · · ,wn}.

(2) Encoding layer
This layer includes two parts: local feature extraction
using CNN and deep feature extraction using LSTM.
The vector r = {r1, r2, · · · , rn} is the CNN output
through the convolution layer and the pooling layer.
w = {w1,w2, · · · ,wn} and r = {r1, r2, · · · , rn} are
added as input to LSTM, we get the output vector
h = {h1, h2, · · · , hn}. From these two parts, we get the
effective features to represent questions.

(3) Decoding layer
This layer uses LSTM and 2-gram model to decode
the vector h = {h1, h2, · · · , hn}, and gets the answer’s
score D = {D1,D2, · · · ,Dn} through a softmax func-
tion. Choosing the highest score of answers, we get the
answer a = {a1, a2, · · · an}.

Also, in order to improve the speed of the model, we use
the BN function for LSTM layer.

IV. MODEL DETAILS
A. EMBEDDING LAYER
We use the Word2Vec [42] tool to obtain the embedding rep-
resentation of each word. The dimension of word embedding
is set to 50. All the out-of-vocabulary words are mapped to
an <UNK> token with random initialization.

B. ENCODING LAYER
In the encoding layer, we use the combination of CNN and
LSTM to extract local features and deep features respectively.
The numbers of the CNN layer and the LSTM layer are
determined by the experiment, as shown in TABLE 3 of
section V. We select two CNN layers and three LSTM layers
as the structure of our model.

1) LOCAL FEATURE EXTRACTION
In the convolution layer, the input of current layer depends on
the output of the previous layer. Each convolution layer has
multiple input feature maps shown in Equation (1).

x lj = f (
∑
i∈Mj

x l−1i
∗k lij + b

l
j) (1)

where x lj is the jth feature map of layer l, and x l−1i is the
ith feature map of l − 1 layer. k lij is the ith feature map
associated with jth feature map of layer l.Mj is the total input
maps. The f is the ReLU activation function [43]. Each output
of feature maps is given an additive bias blj , that is the jth

bias of layer l. However, for a specific output feature map,
the input featuremapwill be convolvedwith different kernels.
That is to say, the input feature map i is associated with the
output feature map j and k , then kernels applied to the input
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map i are different from the output feature map j and k . So,
in ourmodel, selected featuremaps and kernels are as relevant
as possible to the current feature map.

In the pooling layer, the down sampling task of the input
map is generated, shown in Equation (2). If there areN inputs
maps, it will be exactly N output maps.

x lj = f (β lj task(x
l−1
j )+ blj) (2)

x l−1j is the output of the convolution layer in Equation (1),
and task(x l−1j ) is the selected task function of the pooling
layer. x lj is the output of the current pooling layer. Each output
feature map is given the multiplicative bias β lj that represents

the jthmultiplicative bias of layer l. blj is the j
th additive bias of

layer l. f is same as Equation (1). So, for the QA task, the final
question expression can be transformed into the following
Equations (3)-(4).

ri = f (e · wi:i+slid−1 + bi) (3)

r = (r1, r2, · · · , rn) (4)

ri is one of features from the output layer, and e is the
filter of the CNN layer. bi is the bias of feature i. wi:i+slid−1
is the word embedding vector including the words from i to
i+ slid − 1, and slid is the size of the selected window.

2) DEEP FEATURE EXTRACTION
After the CNN layer, we use LSTM to deep feature extraction.
w = {w1,w2, · · · ,wn} and r = {r1, r2, · · · , rn} are added
as input to LSTM. Then, we get the output vector h =
{h1, h2, · · · , hn} by calculating the network unit activations
using the Equations (5)-(10), iteratively from time t = 1 to n.

it = σ (Wix[rt ,wt ]+Wicct−1 + bi) (5)

ft = σ (Wfx[rt ,wt ]+Wfcct−1 + bf ) (6)

ct = ft � ct−1 + it � tanh(Wct [rt ,wt ]+ bc) (7)

ot = σ (Wox[rt ,wt ]+Wocct−1 + bo) (8)

ht = ot � tanh(ct ) (9)

ht = φ(Woht + bo) (10)

where it , ft , ct and ot are respectively the input gate, forget
gate, cell state and output gate in time t . ht is the output of
LSTM. σ is the logistic sigmoid function.W(·)x terms denote
weight matrices (e.g. Wix is the matrix of weights from the
input gate.). W(·)c terms denote diagonal weight matrices for
full connections. [rt , wt ] is the adding value of the CNN
output and the word vector in time t . b(·) terms denote bias
vectors (e.g. bi is the bias vector of the input gate). � is the
element-wise product of the vectors and φ is the network
output activation function.

C. DECODING LAYER
In the decoding layer, we use the LSTM and LM to get the
answer. We use the n-gram model as the training function
of LM because it can handle large scale unlabeled corpora.
Through the experiment, we use the 2-gram model trained

by the KenLM toolkit [18] on cleaned texts from the Tibetan
corpus, shown in TABLE 4, described in section V.
D(a) is the score value of answer a, shown in Equation (11).

It is a linear combination of log probabilities from the LSTM
and LM, along with a word insertion term.

D(a) = log(pLSTM (a|x))+ α log(plm(a))+ βwordcount(a)

(11)

where pLSTM (a|x) is the probability of the answer a from
LSTM in the decoding layer when the sequence x has been
predicted. plm(a) is the decoding probability of the answer
a using the language model. wordcount(a) is the number of
words contained in the answer a. α and β are weights. Finally,
we use the beam search method to find the optimal answer.

D. BATCH NORMALIZATION FOR SPEEDING UP
We increase the depth of the network by adding more hid-
den layers, rather than making each layer larger. Previous
work [44] has been proved this method is practical by increas-
ing the number of successive two-way repeated layers. How-
ever, there are still problems in overfitting and running speed.

Therefore, we use BN to increase the speed of model and
prevent overfitting in the process of training. BN can improve
the convergence rate of recursive networks without reducing
generalization performance [45]. And the B(x) is shown in
Equation (12).

B(x) = γ
x − E[x]

(Var[x]+ ε)1/2
+ β (12)

E[x] and Var[x] are the empirical mean and variance over
a mini-batch. The bias b of the layer is dropped since its effect
is cancelled by the mean removal. The learnable parameters
γ and β allow the layer scale and shift each hidden unit as
desired. The constant ε for numerical stability is small and
positive.

In our model, we add the BN transformation to LSTM,
and replace φ(Wh + b) with φ(B(Wh)) in the Equation (10).
So the output ht is converted to the following, shown in
Equation (13).

ht = φ(B(Woht )) (13)

V. EXPERIMENTS AND ANALYSIS
A. DATASET
We collect the Tibetan QA corpus from the website
https://zhidao.yongzin.com, and get about 4,000 QA pairs
through preprocessing. The data format is shown in
TABLE 2. We split the corpus to training set (60%), val-
idation set (20%) and test set (20%) because the Tibetan
QA corpus is less. The average number of Tibetan words
in question/answer is 15/40 respectively. The dataset con-
tains 7,781 different words. Among them, the frequencies
of 440 words are more than 100 times.

B. EVALUATION
Weuse theMeanAverage Precision (MAP), which is a single-
value metric that reflects the model’s performance on all
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TABLE 2. Examples in Tibetan QA.

relevant answers retrieved by the model. When the MAP
value is higher, the selected answer is better. The MAP is
shown in Equation (14).

MAP =
APi∑n
i=0 APi

(14)

where APi is the average accuracy of theme i shown in
Equation (15). P(j) is the fraction of the documents relevant
to the users’ needs, shown in Equation (16).

AP =

∑ni
j=1 P(j) · yi,j∑ni

j=1 yi,j
(15)

P(j) =

∑
k:πi(k)≤πi(j) y(i, k)

πi(j)
(16)

yi,j refers to whether the jth element in the document is rel-
evant to the ith element. If it is the relevant, yi,j=1. Otherwise,
yi,j=0. πi(j) is the position of j. If the model does not return
relevant answers, the accuracy is 0 by default.

Mean Reciprocal Rank (MRR) takes reciprocal of the rank-
ing of the standard answers in the results as the accuracy, and
outputs the average of all results. When the MRR value is
higher, the selected answer is better. The MRR is shown in
Equation (17).

MRR =
1
|Q|

|Q|∑
i=1

1
ranki

(17)

|Q| is the number of questions, ranki represents the
ith question.

Accuracy in top 1 (ACC@1) is mainly used to evaluate the
overall performance of the model, shown in Equation (18).
We rank the candidate answers and choose the highest score
as the returned answer. If the returned answer is consistent
with the standard answer, it is recorded as 1. Otherwise,
it is 0.

ACC@1 =

n∑
i=0
{value|Pr emax(D(a)i) == Stai}

n
(18)

Pr emax(D(a)i) is the highest score of candidate answers for
question i. Stai is the standard answer for the question i.
If Pr emax(D(a)i) is equal to Stai, the value is 1. Otherwise,
it is 0. n is the total number of questions.

TABLE 3. ACC@1 value and cost time of different layer setting.

TABLE 4. Experimental results of N-gram.

TABLE 5. Corpus size used to train LM and the size of phrases generated
by LM in three languages.

TABLE 6. Main parameters setting.

We use MAP, MRR and ACC@1 to evaluate returned
answers with standard answers.

C. EXPERIMENTAL RESULTS IN LAYER
SETTING OF CNN AND LSTM
We use 4,000 Tibetan QA pairs to experiment on the layer set-
ting of CNN and LSTM in the encoding layer, the results are
shown in TABLE 3, where n−m represents nCNN layers and
m LSTM layers. TABLE 3 shows that the ACC@1 value is
highest when setting 3-3, but the cost time is 10.1h. Although
the ACC@1 value is 0.631 when setting 2-3, slightly lower
than 3-3, the cost time is greatly reduced to 5.6h. So, we set
two CNN layers and three LSTM layers, as mentioned in the
part B of section IV.

D. EXPERIMENTAL RESULTS OF N-GRAM
We construct the Tibetan vocabulary which includes
7,781 words from 4,000 Tibetan QA pairs. TABLE 4 shows
the results of using different n-gram models. The 2-gram
model produces 529,208 phrases, and the ACC@1 value
is 0.631, the decoding time in 32 characters is 6.1s. When
using the 4-gram model, the ACC@1 value is the highest,
but the number of phrases generated is 2,622,891 and the
decoding time is 11.1s, which the time consumption is too
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TABLE 7. Experimental results of different models in three languages.

high. Therefore, we select 2-gram model, as mentioned in
the part C of section IV.

E. EXPERIMENTAL RESULTS OF MODELS
In order to prove the validity of our model, the size of the
training corpus in Chinese (DoubanQA [19]) and English
(SQuAD [14]) is consistent with the Tibetan corpus. The
corpus size used to train LM, and the size of phrases generated
by LM are shown in TABLE 5.

We experiment in three different languages and demon-
strate the effectiveness of the model by adding different tech-
niques. The parameters setting is shown in TABLE 6.

Also, we conduct the following three experiments, and
results are shown in TABLE 7.

LSTM: we only use the LSTM model to the QA and use
the one-hot representation [46] to assign each word a unique
id. This is the baseline of our experiment.

LSTM+CNN+Embedding: based on the LSTMmodel,
we use the embedding representation to each word, and add
the CNN model, this is the second experiment.

LSTM+ CNN+ Embedding+ LM: further, we add the
LM, this is our model.

From TABLE 7, we can see that when adding the CNN
and the word embedding to the LSTM, ACC@1 values
increase by 57.7%, 26.7%, 55.4% in Tibetan, Chinese and
English, respectively. It means that the word embedding
has an effective impact on results. On this basis, we add
the LM, ACC@1 values increase by 43.4%, 4.7%, 0.9%
in Tibetan, Chinese and English, respectively. It means that
the LM has greater influence on Tibetan than Chinese and
English. Finally, ACC@1 values in Tibetan, Chinese and
English are 0.631, 0.597, 0.608. Comparing with the baseline
model, the proportion of improvement in Tibetan (126.2%) is
higher than in Chinese (28.7%) and English (38.5%). So, our
model achieves better results in Tibetan than in Chinese and
English.

Meanwhile, we increase the corpus size to train LM in
three languages, experimental results are shown in TABLE 8.
ACC@1 values increase by 12.7%, 28.3%, 33.4% in Tibetan,
Chinese and English, respectively. It means that the LM size
can improve the model effectively. Since the data quality of
English and Chinese is better than Tibetan, the promotion
effect of Tibetan is not so obvious.

TABLE 8. Experimental results in the different corpus size for training LM.

FIGURE 2. BN for speeding up.

Fig.2 shows the speed of the model. It is not difficult to
find that with the number of iterations increasing, the opti-
mization speed of BN is obviously faster than without BN.
At about 200 iterations, the time is about 17.3h when adding
the BN, which is much less than without BN (28.9h). With
the increasing of iteration numbers, the time consumption is
much higher without BN than using BN.

Finally, we show some QA examples of three languages
using our model in the appendix. For each language,
we choose three examples and show the top three answers in
the order. The first column is questions, the second column
is standard answers, the third column is the output candi-
date answers, and the last column is the scores of candidate
answers, calculated by the Equation (11).

VI. CONCLUSION AND FUTURE WORK
In this paper, we propose a hybrid network model to the
Tibetan QA system. It not only proves the validity of the
model in Tibetan, but also proves that the generalization abil-
ity of the model is good in Chinese and English. Meanwhile,
we use the LM to the decoding layer which makes the answer
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TABLE 9. English examples in SQuAD.

TABLE 10. Chinese examples in DoubanQA.

more accurate and smoother. However, there are still many
difficulties to be solved, such as the lack of Tibetan corpus,
the processing of sentence length, and the difficulty of LM
training.

In the future, we will continue to supplement Tibetan cor-
pora. We are trying to expand question-answer pairs in other
methods, such as knowledge base, Generative Adversarial
Network, etc.
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TABLE 11. Tibetan examples in the QA corpus.

APPENDIX
See Tables 9–11.
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