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ABSTRACT Industry 4.0 is widely accepted to guide a novel and promising production paradigm where
many advanced intelligent machines and latest technologies are utilized. The self-optimization and self-
training behaviors of advanced intelligent machines make them more and more proficient when processing
jobs; while the abrasion of their components reduces their work efficiency in the manufacturing process.
Therefore, we address a flow shop scheduling problem with deteriorating and learning effects, where the
processing time of jobs is a function of their starting time and positions in a schedule. In order to solve it
efficiently, an artificial-molecule-based chemical reaction optimization algorithm is proposed. A set of arti-
ficial molecules are constructed based on some elitist solutions and adaptively injected into the population,
which can enhance and balance exploration and exploitation abilities. The simulation experiments are carried
out on a set of stochastic test problems with different sizes. The experimental results show that the proposed
algorithm performs better than its peer algorithms in solving the investigated problem.

INDEX TERMS Industry 4.0, deteriorating and learning effects, flow shop scheduling, chemical reaction
optimization, artificial molecules.

I. INTRODUCTION
In recent years, many countries and organizations have
proposed some novel production paradigms to advance man-
ufacturing processes [1]. Industry 4.0 is one of the most
popular and promising production paradigms in advanced
manufacturing area, and it has been regarded as a future
direction of manufacturing industry [2]. It is viewed as the
fourth industrial revolution and applies the principles of
cyber-physical systems, Internet of Things, and smart sys-
tems with human-machine interaction paradigms [3], [4].
In contrast to conventional manufacturing systems, an obvi-
ous change brought by Industry 4.0 is that advanced intelli-
gent machines are widely applied in a manufacturing system.

The associate editor coordinating the review of this manuscript and
approving it for publication was Huaqing Li.

These advanced machines are capable of self-optimization,
self-training and self-maintaining by collecting real-time
information and optimizing their behaviors [5]. Thus, some
new characteristics emerge in this kind of manufacturing
systems.

Scheduling problems have received considerable attention
because of their importance in both manufacturing systems
and optimization research [6]–[14]. In classical scheduling
problems, the processing time of jobs is assumed to be con-
stant. This is no longer true partially caused by the growing
applications of advanced intelligent machines. Their self-
optimization and self-training ability of advanced intelligent
machines can make them more and more proficient when
processing jobs; while the abrasion and/or degradation of
their components can reduce their work efficiency which thus
make the processing time of jobs variable in a manufacturing
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process. In the past few years, many deteriorating and learn-
ing models were proposed to describe a schedule problem
with variable job processing time. A deteriorating model is
proposed in [15] for a single machine scheduling problem.
Its actual processing time of jobs is an increasing function
of their starting time. A learning model is introduced by
Biskup [16] where its actual processing of jobs is assumed to
be a log-linear function of its position index. These two pio-
neering studies [15], [16] result in more suitable scheduling
models for real-world applications, e.g., steel making [17],
cleaning assignment [18] and emergence medicine [19].

Flow shop scheduling is one of the well-known schedul-
ing problems [20]–[22]. Recently, there have been a grow-
ing interest in it by considering deteriorating and learning
effects [23]. Lee et al. [24] consider a problem with the
deteriorating effect and the objective of minimizing the max-
imum tardiness, and design a branch and bound algorithm
for solving it. Cheng et al. [25] investigate a two-machine
scheduling problem with the deteriorating effect, and design
a branch and bound algorithm to minimize its total flow time.
Vahedi-Nouri et al. [26] consider the learning effect with
maintenance activities and the objective of minimizing the
total flow time. In order to solve it, a simulating anneal-
ing algorithm combined with heuristic rules is developed.
Wang et al. [27] investigate a two-machine scheduling prob-
lem with deteriorating and learning effects, and a branch
and bound algorithm is designed to minimize the makespan.
Shiau et al. [28] propose a two-agent two-machine scheduling
problem with the learning effect, and the objective is to
minimize the total completion time of an agent subject to the
maximum tardiness of the other agent. Liu and Feng [29]
consider a no-wait two-machine scheduling problem with
the learning effect, and the processing time of a job is
dependent on its allocated resource and position index in a
schedule. Its objective is to find an optimal sequence of jobs
and optimal resource allocation. Wu et al. [30] investigate
a two-machine problem with learning effect. A branch and
bound algorithm with dominated properties is designed to
minimize the makespan. Due to the complexity of deteriorat-
ing and learning models, most of the existing studies focus
on two or three-machine cases. There are few studies that
concern a general flow shop scheduling with multiple series
machines, which is commonly seen in real-worldmanufactur-
ing systems. In addition, the market environment has become
increasingly competitive, and decision-makers tend to make
frequent production changes in order to provide customers
with more product varieties. Because of the use of advanced
intelligent equipment and technologies, machines have to
spend more time to optimize and train themselves to be more
proficient for new products. Their efficiency may become
lower with time because of the abrasion of their compo-
nents. Thus, the deteriorating and learning effects appear and
should be taken into account simultaneously when making a
scheduling decision. Therefore, general flow shop scheduling
considering both effects has been one of the most challeng-
ing optimization problems. Flow shop scheduling with more

than two machines has proven to be an NP-hard problem.
In the past years, mathematical programming approaches
and metaheuristics are used to solve flow shop scheduling
problems. The former needs to take problems’ characteris-
tics into account and can find their optimal solutions. Its
performance usually depends on problems’ complexity and
obtained dominated properties of optimization problems. The
latter does not depend on the characteristics of optimization
problems and can find optimal and near-optimal solutions
with an acceptable time. In the investigated problem with
both deteriorating and learning effects, the actual processing
time of jobs cannot be determined in advance since they
depend on the processing sequence of jobs. Thus, they make
a flow shop scheduling model more complicated and difficult
than a classical flow shop case and often make exact optimal
solution methods helpless. Consequently, this study chooses
metaheuristics as its optimizer.

Metaheuristic algorithms are usually based on biological
intelligence and physical phenomena [31]–[35]. They can
be classified into single-solution-based and population-based
metaheuristics. For example, simulated annealing algorithm
mimics a physical annealing process and it is a single-
solution-based metaheuristic. Chemical reaction optimiza-
tion simulates a molecule reaction process and it belongs
to a population-based metaheuristic. Particle swarm opti-
mization and artificial bee colony are swarm intelligence
optimization algorithms. Swarm intelligence optimization are
usually nature-inspired optimization algorithms which are
also called population-based metaheuristics. For instance,
artificial bee colony imitates the collecting honey process of
bees. Metaheuristics are able to find optimal or near-optimal
solutions and can be successfully used to solve complex
optimization problems [36]–[42]. In recent years, an efficient
chemical reaction optimization (CRO) has been proposed by
Lam and Li [43] to deal with combinational optimization
problems. CRO simulates four types of chemical reactions
via a set of molecules (population) in a closed container. The
chemical reactions tend to direct the molecules to the lowest
energy state, i.e., the optimal solution of an optimization
problem. Recently, CRO has been employed to tackle such
optimization problems as grid scheduling [44] and production
scheduling [45], [46]. The experimental comparisons demon-
strate that CRO ismore competitive than the other population-
based intelligent optimization algorithms, e.g., tabu search,
fast ant system and simulated annealing algorithms [44]–[46].
This work aims to incorporate some novel techniques to
balance its exploration and exploitation abilities, which
results in a more powerful CRO-based algorithm for complex
optimization problems.

By analyzing the existing studies, we conclude that the
prior researches mainly focus on two or three-machine
flow shop scheduling problems with deteriorating and learn-
ing effects. Moreover, there are few studies taking both
effects into account simultaneously. In the context of Indus-
try 4.0 framework, it becomes necessary to consider them
together because of the use of advanced intelligent machines
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and technologies in manufacturing industry. In addition,
there are usually multiple series machines in a real pro-
duction process. Thus, the existing two or three-machine
models and algorithms are not suitable for dealing with this
problem. To handle it, this work proposes a general Flow-
shop Scheduling Problem with Deteriorating and Learning
effects (FSP-DL). It has multiple machines and subjects to
the traditional constraints, e.g., job precedence constraints.

In addition, a novel artificial-based-molecule chemical
reaction optimization algorithm (ACRO) is proposed to deal
with the investigated problem. Compared with the existing
researches, we have three contributions: (1) A general flow
shop scheduling problem with deteriorating and learning
effects is proposed, which can better describe some practical
production processes. (2) To solve this problem, a novel
method called ACRO is designed, where a set of artificial
molecules are adaptively injected into the population. It can
better balance the exploration and exploitation of the stan-
dard CRO, and help to obtain a satisfying schedule decision
for decision-makers. (3) Experimental comparison is done
to validate the effectiveness and feasibility of the proposed
algorithm in coping with this problem.

The reminder of this paper is organized as follows.
Section II is the problem definition where the formulation and
notations are described, and a mixed integer programming
model is presented. Section III describes the basic framework
of CRO. The solution method is proposed in Section IV.
Simulation experiments are carried out and the results are
analyzed in Section V. Section VI gives the conclusions.

II. PROBMENT STATEMENT
The investigated FSP-DL can be described as follows: n jobs
need to be processed onmmachines following the same route.
The normal processing time of jobs without any deterioration
and learning is deterministic, while the actual one is depen-
dent on their starting time and positions in a schedule. The
objective is to minimize the maximum completion time of all
jobs, i.e., makespan. The parameters and decision variables
are defined as follows:

INDICES
i machine index set, i = {1, 2, 3, . . . ,m},

where m is the number of machines.
j job index set, j = {1, 2, 3, . . . , n},

where n is the number of jobs.
r position index set, r = {1, 2, 3, . . . , n}.

PARAMETER
αij deteriorating coefficient of job j on machine i.
βij learning coefficient of job j on machine i.
pij normal processing time of job j on machine i.
p
′

ij actual processing time of job j on machine i.
〈r〉 job index in the r-th position.
sij starting time of job j on machine i.
Cij completion time of job j on machine i.

Cmax maximum completion time, i.e., makespan.
G an infinite positive number.

DECISION VARIABLE
xjr a 0-1 integer decision variable, where xjr = 1 if job j is
processed in the r-th position; otherwise xjr = 0.
In the proposed problem, the actual processing time of jobs

is formulated as follows:

p
′

ij =
(
pij + αij · Sij

)
· γ βij . (1)

where αij > 0 is a deteriorating coefficient of job j on
machine i. It describes a deteriorating effect that the delay to
start a job increases its processing time. βij < 0 is a learning
coefficient of job j on machine i. It indicates the learning
effect that the jobs’ actual processing time becomes shorter
when they are processed later. In (1), pij+αij ·Sij indicates that
the deteriorating effect causes an increasing trend for the jobs’
processing time with their starting time; while γ βij shows a
decreasing trend related to jobs’ positions. Therefore, it can
describe both deteriorating and learning effects of a job.

Based on these notations, an optimization model of this
problem is built as follows:

min Cmax . (2)

s.t.
r∑
j=1

xjr = 1, r = 1, 2, 3, . . . , n. (3)

n∑
r=1

xjr = 1, j = 1, 2, 3, . . . , n. (4)

Si,(r) + P
′

i,(r) ≤ Si+1,(r), i = 1, 2, 3, . . . ,m− 1,

r = 1, 2, 3, . . . , n− 1. (5)

Si,(r) + P
′

i,(r) ≤ Si+1,(r), i = 1, 2, 3, . . . ,m,

r = 1, 2, 3, . . . , n. (6)

p
′

i,(r) =
(
pi,(r) + αi,(r) · Si,(r)

)
· rβi,(r) ,

i = 1, 2, 3, . . . ,m, r = 1, 2, 3, . . . , n. (7)

Cmax ≥ Cmj, j = 1, 2, 3, . . . , n. (8)

Sij ≥ 0,Cij ≥ 0, i = 1, 2, 3, . . . ,m,

j = 1, 2, 3, . . . , n. (9)

xjr ∈ {0, 1} , j = 1, 2, 3, . . . , n,

r = 1, 2, 3, . . . , n. (10)

where (2) represents that the objective is to minimize the
makespan; (3) ensures that each job can be processed
at only one position; (4) stipulates that each position can
arrange only one job; (5) defines that each job can be pro-
cessed on only one machine at any time; (6) ensures that each
machine can process only one job at any time; (7) denotes that
the actual processing time of a job is a function of its starting
time and position index; (8) defines makespan; (9) gives the
range of variables; and (10) represents that decision variable
xjr can take values of 0 or 1.
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III. STANDARD CRO
Chemical reaction is a process of breaking molecules into
atoms and rearranging them to form newmolecules [47], [48].
CRO was proposed by Lam and Li [43] in 2010. It simulates
a chemical reaction of a set of molecules microscopically
which tries to capture the energy in a reaction process. Its
basic idea is described next.

A. ELEMENTARY ELEMENT OF CRO
A molecule is an elementary element of CRO, and its struc-
ture represents a solution of an optimization problem. It is
composed of several atoms characterized by atom types,
i.e., bond length, angle and torsion. Molecules are distin-
guished by their atoms and types. In the standard CRO, each
molecule has two kinds of energies, i.e., potential and kinetic
energies denoted asP andQ respectively.P corresponds to the
objective value of a molecule, whileQ indicates the ability of
a molecule that escapes from a local optimum. Let ω be a
molecule. Then its potential energy is obtained by:

Pω = f (ω) . (11)

Suppose that a new molecule ω
′

is generated from ω. The
condition to allow ω

′

to replace ω is:

Pω + Qω ≥ Pω′ . (12)

B. ELEMENTARY REACTION OF CRO
CRO deals with an optimization problem via four elementary
reactions, i.e., on-wall ineffective collision, decomposition,
inter-molecular ineffective collision and synthesis. A new
molecule is generated from some original molecules in popu-
lation through these reactions. If a given condition is satisfied,
a new molecule replaces an original one.

1) On-wall ineffective collision: This occurs if a molecule
ω hits a wall and bounces back. It changes ω

′

’s structure, and
generates a new molecule ω

′

. After this collision, the kinetic
energy of ω is transferred to an energy buffer, while that of
ω
′

is computed as follows:

KEω =
(
PEω + KEω − PEω′

)
× q. (13)

where q ∈ [Kp, 1], and Kp denotes the maximum percentage
of kinetic energy loss each time. 1 − q represents the per-
centage of kinetic energy transferred to the energy buffer. The
energy in the buffer is updated as follows:

B = B+
(
Pω + Qω − Pω′

)
× (1− q) . (14)

where B denotes the total energy stored in the buffer.
2) Decomposition: The decomposition takes place when ω

hits a wall. It decomposes ω into two or more new molecules.
Two situations are considered: (1) ω has sufficient energy to
complete its decomposition; and (2) the energy stored in the
buffer is used to complete it. Suppose that molecules ω

′

1 and
ω
′

2 are generated in this collision, then we have:
Situation 1:

Pω + Qω ≥ Pω′1
+ P

ω
′

2
. (15)

We have:

Q
ω
′

1
=

(
Pω + Qω − Pω′1

+ P
ω
′

2

)
× q. (16)

Q
ω
′

2
=

(
Pω + Qω − Pω′1

+ P
ω
′

2

)
× (1− q) . (17)

Situation 2:

B+ Pω + Qω ≥ Pω′1
+ P

ω
′

2
. (18)

We have:

Q
ω
′

1
=

(
Pω + Qω − Pω′1

+ P
ω
′

2
+ B

)
× k1 × k2. (19)

Q
ω
′

2
=

(
Pω + Qω − Pω′1

+ P
ω
′

2
+ B

)
× k3 × k4. (20)

where k1, k2, k3 and k4 are randomly generated from an
interval [0,1]. The buffer is updated as:

B = B+ Pω + Qω − Pω′1
− Q

ω
′

1
− P

ω
′

2
− Q

ω
′

2
. (21)

3) Inter-molecule ineffective collision: This is used to mimic
the process of two molecules ω1 and ω2 colliding with each
other, bouncing away, and yielding newmoleculesω

′

1 andω
′

2.

Pω1 + Qω1 + Pω2 + Qω2 ≥ Pω′1
+ P

ω
′

2
. (22)

We have:

Q
ω
′

1
=

(
Pω1 + Qω1 + Pω2 + Qω2 − Pω′1

− P
ω
′

2

)
× k. (23)

Q
ω
′

2
=

(
Pω1 + Qω1 + Pω2 + Qω2 − Pω′1

− P
ω
′

2

)
× (1− k) .

(24)

where k is generated randomly from an interval [0, 1].
4) Synthesis: This occurs when more than one molecule

collide and are combined together. Suppose that ω1 and ω2
collide each other and merge into a new one ω

′

.

Pω1 + Qω1 + Pω2 + Qω2 ≥ Pω′ . (25)

We have:

Q
ω
′ = Pω1 + Qω1 + Pω2 + Qω2 − Pω′ . (26)

IV. PROPOSED ACRO
From the above description, decomposition breaks a
molecule into two, while synthesis combines two molecules
into one. Since they can change the population size, CRO is a
variable population-based metaheuristic algorithm. From the
preliminary experiment on the investigated problem, we find
that the population size decreases quickly in a search process,
which makes this algorithm unable to escape from a local
optimum. To overcome this issue, some artificial molecules,
which are generated based on the elite solutions found,
constructed and injected into the population adaptively. This
method can make the population explore more regions, and
enhance the balance between its exploration and exploitation
abilities. The proposed algorithm is described next.
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A. MOLECULE STRUCTURE REPRESENTATION
A suitable molecule structure for CRO can increase its ability
to find an optimal solution. In this work, the permutation rep-
resentation is used to denote a feasible and complete solution.
In this representation, an integer at each position indicates
its corresponding job index. For example, < 3, 2, 1, 4, 5 >
is a molecule structure, and it represents that five jobs are
processed on the machines as 3→2→1→4→5. In this work,
S molecules are randomly generated as an initial population.

B. ON-WALL INEFFECTIVE COLLISION
In the standard CRO, the on-wall ineffective collision is to
change the selected molecule by rearranging its molecule
structure and generate a new one. In order to make a new
molecule different from the previous one, insert neighbor-
hood and swap neighborhood structures [23] are used.
• Insert: it is executed as follows: (1) two positions are
randomly selected, and (2) the job in the first position is
removed and inserted at the second position.

• Swap: (1) two positions are randomly selected, and (2)
the jobs in the two positions are swapped.

In the on-wall ineffective collision, one of the two neigh-
borhoods is randomly selected and used to generate a new
molecule. If (12) is satisfied, this new molecule is allowed to
replace the original one.

C. DECOMPOSITION
The decomposition breaks one molecule into two or more in
the standard CRO. In the proposed algorithm, two molecules
are generated by decomposing a molecule. It is executed as
follows: (1) a job block is selected randomly; (2) two different
positions are selected randomly, and a job block is randomly
chosen and transferred into the two position, respectively.
An example is shown in Fig. 1. Two positions h1 and h2 are
selected, and a job block containing jobs 7 and 5 is chosen,
then two new molecules are generated by transferring the job
block before h1 and after h2, respectively. New molecules are
allowed to replace the original one if (15) is satisfied.

FIGURE 1. Illustration of decomposition reaction.

D. INTER-MOLECULE INEFFECTIVE COLLISION
The inter-molecule ineffective collision occurs when two
molecules collide and generate two new molecules. In this
work, the collision is realized by an order-based crossover
operation [23] between two molecules. Let ω1 and ω2 be
two molecules which are randomly chosen and ω

′

1 and ω
′

2 be

FIGURE 2. Illustration of inter-molecule ineffective collision by using
order-based crossover operation.

two newmolecules which are generated by using order-based
crossover operation on ω1 and ω2. If (22) is satisfied, they are
allowed to replace the original ones. An example of this inter-
molecule ineffective collision by using order-based crossover
operation is given in Fig. 2, where c1 and c2 are two randomly
generated points. ω

′

1 stores jobs between c1 and c2 in ω1 as
their original positions and the other jobs are from ω2 as their
sequence. ω

′

2 can be generated by using this approach.

E. SYNTHESIS
The synthesis is used to combine two or more molecules
into one new molecule in the standard CRO. In the pro-
posed algorithm, a molecule is generated by combining two
molecules. In this work, the order-based crossover operation
in [23] is utilized to generate two molecules, and one of them
is randomly selected as a new molecule. The new molecule
replaces the original one if (25) is satisfied. Let ω1 and ω2
be two molecules which are randomly chosen and ω be a new
molecule which are generated by using order-based crossover
operation on ω1 and ω2. Take the instance in Fig. 2 as an
example, we randomly choose a molecule from ω

′

1 and ω
′

2
as ω in a synthesis reaction.

F. ARTIFICIAL MOLECULE CONSTRUCTION
In order to increase the exploration and exploitation abilities
of CRO, some better molecules, named artificial molecules,
are constructed based on the elite solutions that have been
found. The artificial molecules are injected into popula-
tion adaptively to increase its diversity, thus increasing
the opportunity for this algorithm to jump out of a local
optimum.

In ACRO, a reference solution set is developed to store the
better solutions found in a search process. It is updated by
the newly generated molecules in each iteration as follows:
(1) If the number of molecules in the reference solution set
is less than the maximum capacity, then the new molecule ω
is directly inserted into the reference solution set, and (2) if
the number of molecules in the reference solution set exceeds
the maximum capacity, it is inserted after the worst molecule
is identified and discarded. Based on the molecules stored
in the reference solution set, some artificial molecules are
constructed as described in the following steps:

Step 1. Select K elite solutions from the reference solution
set based on the roulette wheel selection method [23].
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Step 2. Develop a dominated matrix F and probability
matrix P based on them. f kjr is a binary variable defined as:

f kjr =

{
1, if job j is in position r in thekthmolecule;
0, otherwise.

(27)

There are K elite solutions, and the frequency of job j
at position r in this dominated matrix denoted by Fjr is
calculated as:

Fjr =
K∑
k=1

f kjr , j = 1, 2, 3, . . . , n, r=1, 2, 3, . . . , n. (28)

Step 3. Transform F into a probability matrix. Let pjr be
the probability of job j that is assigned to the r-th position.
Then pjr is computed as:

pjr =
1
K
Fjr , j = 1, 2, 3, . . . , n, r = 1, 2, 3, . . . , n. (29)

Step 4. Construct artificial molecules by using a roulette
wheel selection method [23] as shown in Algorithm 1 in Sup-
plementary File. In order to generate an artificial molecule,
a random permutation vector of n positions is generated,
and the job is assigned to each position by a roulette wheel
selection method based on the probability of jobs on this
position.

In order to demonstrate the proposed algorithm clearly, the
Pseudo-code of ACRO is shown in Algorithm 2 in Supple-
mentary File.

V. EXPERIMENTAL RESULT AND ANALYSIS
In this section, simulation experiments are carried out to
evaluate CRO, ACRO and its peers in solving FSP-DL.
All the experiments are implemented in C++ on an AMD
Athlon 64 Notebook computer running at Dual-Core 1.7 GHz
with 1G memory.

A. EXPERIMENTAL SETTING
In order to examine the performance of the proposed algo-
rithm in solving FSP-DL, the standard CRO algorithm
(CRO) [43], opposition-based differential evolution algo-
rithm (ODDE) [49] and hybrid modified global-best har-
mony search algorithm (hmGHS) [50] are chosen as its peer
algorithms. CRO is a population-based metaheuristic and it
does not employ the artificial molecules in its search process.
ODDE and hmGHS belong to evolutionary algorithm [41].
They have been specially developed to deal with flow shop
scheduling problems and enjoyed their great performance,
and the results show that they outperform differential evolu-
tion, particle swarm optimization and genetic algorithm [49],
[50], respectively. The design of CRO, ODDE and hmGHS
are the same for their original works. When employing CRO
to solve the investigated problem, we can roughly analyze its
computational complexity in the worst case. The decomposi-
tion reaction chooses a job block and inserts it into the other
position, and its complexity is O(n). The synthesis reaction
uses an order-based crossover operation to generate a new

molecule, and its complexity is O
(
n2
)
. In the synthesis reac-

tion, two molecules are generated by using an order-based
crossover operation and its complexity isO

(
n2
)
. The on-wall

ineffective collision reaction employs swap and insert neigh-
borhoods to generate a newmolecule, and thus its complexity
isO(n). Since only one reaction is performed at each iteration,
the complexity of CRO in the worst case isO

(
n2
)
at each iter-

ation. The difference between ACRO and CRO is that ACRO
uses an approach of injecting artificial molecules. In order to
select K elite solutions, its complexity is O (D · logD) with
a fast sorting approach, where D is the number of solutions
in a reference solution set. To construct a probability matrix,
we need to calculate each element in it and the complexity
is O

(
K · n2

)
. In order to generate a new molecule, each

job is chosen based on a roulette wheel selection method,
and thus its complexity is O

(
n2
)
. Hence, the complexity of

injecting artificial molecules is O
(
D · logD+ (K + 1) · n2

)
,

and the overall complexity of ACRO in the worst case is
O
(
D · logD+ (K + 2) · n2

)
at each iteration. According to

the above analysis, ACRO is more complexity than CRO in
the worst case. However, the approach of injecting artificial
molecules is adaptive and not performed at every iteration.
Hence, it could not obviously influence the efficiency of
ACRO.

In order to make a fair comparison, all algorithms take the
number of fitness evaluations is taken as a stop condition,
and the total number of evaluations is set to ρmn, where ρ
are set to 50, 100, 200. When there is only one molecule
in the population, b(1− g/gM )× Sc artificial molecules are
constructed and injected into the population, where g is the
current number of fitness evaluations, gM is the total number
of fitness evaluations, and S is the initial population size.
We apply an approach in [54], [55] to generate test problems.
This work considers ten test problems with m ∈ {5, 10} and
n ∈ {20, 40, 60, 80, 100}. For each test problem, the pro-
cessing time of jobs on each machine is randomly generated
from a uniform distribution U[1,30], the deteriorating and
learning coefficients are randomly generated from uniform
distribution U[0.1, 0.3] and U[-0.3, -0.1], respectively.

For all the test problems, 30 independent replications are
made. In each replication, the percentage relative error (ε) is
calculated as follows:

ε (A) =
1
r
×

R∑
r=1

((
CA
i − C

B
i

)
× 100

CB

)
. (30)

where A ∈ {CRO,ACRO,ODDE, hmGHS}, CB
i is the best

makespan found by all four algorithms in the i-th run, CA
i is

the makespan obtained by algorithmA, and R= 30 is the total
number of independent replications. Obviously, the smaller
ε (A), the better algorithm A.

In order to determine an effective parameter combination
for ACRO, three key parameters, i.e., population size S, colli-
sion rate collision_rate (cr ) and the number of elite solutions
which is chosen from reference solutions K are determined
by using orthogonal experiment. Each of them has four
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TABLE 1. Orthogonal experiment design results.

FIGURE 3. Factor level trends.

levels, i.e., S ∈ {10, 20, 30, 40}, cr ∈ {0.2, 0.4, 0.5, 0.8}
and K ∈ {10, 20, 30, 40}. The other parameters of ACRO are
set as follows: Both decomposition and synthesis conditions
are set to 10mn, where m and n represent the numbers of
machines and jobs, respectively. The initial kinetic energy
for each molecule is set to 100mn, and the initial energy in
the energy buffer is set to 10mn. The maximum size of a
reference solution set is set to 50. ACRO takes the number
of fitness evaluations as a stopping termination and it is set
to 100mn and a test problem 5× 40 is taken as an example.
The orthogonal experiment design is given in Table 1. For
each parameter combination, ACRO runs 30 times indepen-
dently and the average value ε of 30 times is obtained. The
experimental results are given in Table 1. According to them,
the trends of each factor level are illustrated in Fig. 3. Then the
response value of each parameter is figured out to analyzed
the significant rank. The results are given in Table 2. From
these experimental results, we can find that S has themost sig-
nificant impact because it directly influences the algorithm’s
exploration ability. cr and K rank the second and third,
respectively. cr controls the number of molecules generated

TABLE 2. Response table and significant rank.

TABLE 3. Comparison of the experimental results via the four
algorithms (ρ = 50).

by different reactions and thus it can balance global and local
searches. K is the number of the selected elite molecules
for constructing a probability matrix, which can refine these
promising regions by generating artificial molecules. Accord-
ing to the analysis, the suggest parameter combination can be
determined as follows: S = 30, cr = 0.4 and K = 30. Since
ACRO is an extended version of CRO, the parameter setting
of CRO is the same with ACRO.

The parameter setting of ODDE and hmGHS refers to the
work [49] and [50], respectively. They are specially designed
for flow shop scheduling problems, which are different from
the flow shop scheduling problem with deteriorating and
learning effects. Therefore, we need to make orthogonal
experiments based on their parameter setting in [49] and [50]
to determine their best parameter combination to solve the
considered problem. The experimental results are given
in Tables S1-S4 in Supplymentary File. Thus, the parameter
setting of ODDE is as follows: the population size is set to 2n,
and the mutation probability is 0.70. The parameter setting
of hmGHS is given as follows: the memory size is set to 5,
the random selection probability is set to 0.95, and the pitch
adjustment probability is set to 0.99.

B. EXPERIMENTAL RESULTS AND ANALYSIS
In the following experiments, we compare ACRO with its
peers in solving different test problems and t-test in [48], [49]
is used to analyze the experimental results. In the following
experiments, symbols ‘s+’, ‘s-‘ or ‘∼’ denote the statistical
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TABLE 4. Comparison of the experimental results via the four
algorithms (ρ = 100).

TABLE 5. Comparison of the experimental results via the four
algorithms (ρ = 200).

results of comparing two algorithms by the one-tailed t-test
(t) with 58 degree of freedom at a 0.05 level of significance.
The t-test results are respectively drawn as ‘s+’, ‘s-‘ or ‘∼’
when ACRO is significantly better than, significantly worse
than, or statistically equivalent to its peer algorithms. The
results with the different number of fitness evaluations are
shown in Tables 3-5, respectively.

It can be seen from the experimental results in Table 3
where the least number of fitness evaluations 50mn is used,
ACRO is the best performer among four algorithms. For all
the test problems, ACRO has the best ε, and its overall mean
value is equal to 0.0723, which is substantial lower than that
of CRO (0.1662), ODDE (0.2266) and hmGHS (0.1634).
From the results, we can find that ACRO performs the best
in all the test problems. By observing the results via t-test,
we can find that ACRO has significantly better than CRO
in 8 test problems, and for the rest, the two algorithms are
statistical equivalent. Compared to ODDE, ACRO performs
significantly better in all the 10 test problems. ACRO out-
performs hmGHS significantly in 7 test problems, and the
two algorithms performs equivalently in the rest. In addition,
we can also find that CRO outperforms ODDE and hmGHS
in 2 test problems, while hmGHS shows better performance

in the rest. By analyzing the above experimental results,
it can be found that ACRO performs better by using the least
number of fitness evaluations.

The experimental results of the algorithmswith the number
of fitness evaluations 100mn are shown in Table 4, which are
also in favor of ACRO. It can be seen that ACRO has the
smallest ε in 9 test problems, and it produces the smallest
mean value equal to 0.0713, which is much smaller than
that of CRO (0.1520), ODDE (0.2054) and hmGHS (0.1507).
The results of t-test show that ACRO is significantly better
than CRO in 8 test problems, and statistically equivalent
in 2 test problems. Compared to ODDE, ACRO performs
significantly better in all the test problems. It can be seen
that ACRO outperforms hmGHS significantly in 6 test prob-
lems, and equivalently in the rest. Additionally, it can be
found that CRO outperforms ODDE and hmGHS in 4 test
problems, hmGHS performs better in 5 test problems, and
ODDE shows better performance in a test problem. From
these experimental results, we can find that ACRO has better
performance when the number of fitness evaluations is set
to 100mn.

From the experimental results of the algorithms with the
number of fitness evaluations 200mn are shown in Table 5.
It can be found that ACRO has the best ε in 9 test prob-
lems, and its overall mean value is equal to 0.0719, which
is lower than that of CRO (0.1783), ODDE (0.1890) and
hmGHS (0.1545). The experimental results on t-test indi-
cate that ACRO performs significantly better than CRO in 9
test problems. It is worthy noting that ACRO significantly
outperforms ODDE in all the test problems. Compared with
hmGHS, ACRO is significantly better in 8 test problems.
By comparing CRO, ODDE and hmGHS, we can find that
hmGHS outperforms CRO and ODDE in 7 test problems,
ODDE performs better in 2 test problems, and CRO shows
better performance in the rest. From these experimental
results, it can be found that ACRO is a better solver for the
investigated problem when the number of fitness evaluations
is set to 200mn.
The experimental results demonstrate that ACRO can

achieve the best results among the four algorithms for most
of the test problems. Therefore, we can draw a conclusion
that it is an efficient optimizer in dealing with the investigated
problem. CRO is good at solving discrete combinational opti-
mization problems, and the four types of chemical reactions
realize the exploration via global search and exploitation
via local search. In coping with this problem, CRO has the
superiority in some test problems over ODDE and hmGHS.
The main difference between CRO and ACRO is that ACRO
applies an approach of injecting artificial molecules to bal-
ance exploration and exploitation abilities. From the compar-
ison results between ACRO and CRO when using a different
number of fitness evaluations, ACRO performs better than
CRO in solving this problem, and thus ACRO has improved
CRO’s performance. Therefore, we conclude that artificial
molecules do increase the diversity of population, avoid early
trapping into a local optimum, and enhance the algorithm’s
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FIGURE 4. The convergence curve of the four algorithms (ρ = 50) on the
test problem 10× 20.

FIGURE 5. 5. The convergence curve of the four algorithms (ρ = 100) on
the test problem 10× 20.

FIGURE 6. The convergence curve of the four algorithms (ρ = 200) on the
test problem 10× 20.

local exploitation capacity, which provides a good trade-off
between exploration and exploitation.

In order to show their performance in dealing with the
investigated problem clearly, the convergence curves of
the four algorithms with different stop conditions for the
small size, medium size and large size test problems are
shown in Figs. 4-6, respectively. They represent the small
size (10×20), medium size (10×60) and large size (10×100)

test problems, where the first and second numbers represent
the numbers of machines and jobs, respectively. From these
figures, it can be found that ACRO, on one hand, can con-
verge more quickly than its peer algorithms, and on the other
hand, can achieve the better solution than its peer algorithms.
Additional cases about medium size and large size are given
in Figs. S1-S3 in Supplementary File.

FIGURE 7. Illustration of the change of the best solution and population
size in search process.

In the proposed algorithm, the adaptive insertion of arti-
ficial molecules is developed to make CRO more powerful
in dealing with the investigated problem. In order to show
its effectiveness, a test problem is chosen from the above
test problem set. The size of this test problem is m = 5,
n = 20 and ρ= 100, and the parameter setting of ACRO is the
same with that in the above experiment. We utilize ACRO to
solve this test problem and record the change of best solutions
and population size in its search process. To illustrate the
experimental results, a set of graphs is drawn in Fig. 7. Since
the number of fitness evaluations is taken as a stop condition
in ACRO, we choose three stages from its search process to
show the experimental results, i.e., 0-2000, 4000-6000 and
8000-10000, respectively. In Fig. 5, graphs (a), (c) and (e)
denote the best solution found in each number of fitness eval-
uations, and graphs (b), (d) and (f) show the change of their
corresponding population size. From Fig.5(a), we can find
that the best solution found does not change when g = 220,
and thus it falls into a local optimum. Nevertheless, the best
solution becomes smaller when g is a little bit more than 300.
The reason is that a set of artificial molecules is injected into
the population which can observe from Fig. 5(b) where the
population size becomes large at the same point. It means that
the algorithm jumps out of a local optimum because of inject-
ing artificial molecules. The same experimental result can be
found from Fig. 5(c)-(d), when g is slightly more than 5400.
In Fig. 5(e)-(f), although artificial molecules are injected into
the population, the best solution found remains unchanged
indicating that the algorithm have been convergent. From the
analysis of the experimental results in Fig. 7, we can draw
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FIGURE 8. Distributions of the number of samples reaching a population
of 1 for each test problem.

a conclusion that the adaptive injection of artificial molecules
can allow ACRO jump out of a local optimum, which makes
it more powerful in coping with the investigated problem.

From the above description, CRO converges very fast as
its population size decreases quickly in the search process.
In the following experiment, we examine its convergence,
and the empirical statistical approach is chosen as an analysis
tool since it has been widely applied to examine and ana-
lyze the experimental results in the evolutionary computing
area [51]–[57].We utilize CRO to perform 10000 replications
on each of the test problems. The test problem sizes are indi-
cated on Fig. 8. In CRO, there is no artificial molecules that
are injected into its population in the search process. Thus,
this experiment is carried out without introduction of artificial
molecules. CRO stops when its population reaches 1, and the
number of fitness evaluations that it uses is recorded. The
histogram of all the experimental results are shown in Fig. 8.
The vertical axis is the number of samples in the experiment,
while the number of fitness evaluations when the population
reaches 1 is shown on the horizontal axis. We utilize the
KS-test [58] to examine this ten sample sets, and the results
show that they statistically obey a normal distribution under
the significance level at 0.05. If the ten sample sets are
transformed to the standard normal distribution respectively,
we can draw a conclusion based on the 3σ rule that a sample
value which is randomly generated is smaller than 3 times of
the deviation at a confidence level 0.0023. Therefore, we can
conclude that the number of fitness evaluations when the
population size reduces to 1 is smaller than the summation of
the mean value and 3 times of the deviation at a confidence
level at 0.0023. In this experiment, the number of fitness
evaluations for all the test problems when there is only one
molecule in population is much smaller than their corre-
sponding stop condition ρmn. Thus, the population size of
CRO decreases quickly during the search process, increasing
the likelihood of convergence to a local optimum.

Combined with the above experimental results in
Tables 3-5 and Figs. 4-6, it can be found that the proposed
adaptive insertion of artificial molecules enables CRO to
jump out of a local optimum, and thus strengthens its
exploration ability. We can conclude that ACRO is a better
optimizer for solving the investigated problem. In ACRO,
inter-molecule effective collision and synthesis reactions
use crossover operation to generate new molecules, which
enhances the algorithm’s global search ability. Neighbor-
hood search approach is used in the on-wall ineffective
collision and decomposition reactions, which strengths the
algorithms’ local search ability. In addition, an injecting
artificial molecule approach is used to avoid falling into local
optimum. This approach injects some better molecules into
population to increase its diversity, which can enhance the
algorithm’s exploration ability. The design of ACRObalances
the exploration and exploitation abilities, and then it shows
better performance in solving the investigated problem.

VI. CONCLUSION
This work addresses flow shop scheduling problems with
deteriorating and learning effects (FSP-DL) in the context of
Industry 4.0. A mixed integer programming model with the
objective of minimizing the makespan is built. The artificial-
molecule-based chemical reaction optimization algorithm
(ACRO) is proposed to deal with it. The proposed algorithm
can solve the model effectively and efficiently, and represents
a new method to find a best scheduling decision. The results
can guide a decision-maker in making better decisions when
both deteriorating and learning effects are considered in a
general flow shop environment.

Although the effectiveness of the proposed model and
algorithm has been verified, there are still some interesting
directions for further research. For example, in an actual pro-
duction process, uncertain events, e.g., machine breakdown
and new order arrival, usually occur because of the diffi-
culty of knowing exact information of jobs and facilities in
advance. Additionally, decision-makers have to consider and
balance multiple criteria such as production cost and process-
ing quality to find a trade-off solution. Thus, it is necessary
to establish new models in uncertain environment [59]–[61]
for multi-objective cases [8], [62], [63]. It is also interesting
to design some mathematical optimization algorithms, e.g.,
branch and bound approach, dynamic programming method,
to find an optimal solution of the considered problem by
incorporating its dominated and optimal properties.
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