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ABSTRACT Electric distribution cabinets are critical components in the power distribution pipeline. Surface
defect detection plays an important role in the production process. It not only guarantees product quality but
also affects the brand reputation. In particular, the boundaries of metallic cabinets are more vulnerable to be
damaged than other surface areas. Thus, boundary defect detection is a bottleneck problem that needs to be
solved. To deal with this issue, a method based on image moment feature anomaly is developed to detect the
defects on cabinet surfaces. The boundary edges from an image of the produced cabinet are first extracted
using a hybrid of edge detection and boundary skeleton extraction. Then, the boundary areas are divided into
small and identical size image blocks. AGaussian distribution model of normal image blocks without defects
is established. Finally, the anomaly features of image blocks with defects are extracted to identify the defect
image blocks based on the Gaussian distribution model and a segmentation threshold. Two experiments are
carried out. One is to determine the optimal illumination intensity for image acquisition and the optimal
threshold of defect detection. The other is to evaluate the performance of the defect detection method. This
developed approach can be applied in the non-destructive and effective inspection of electric distribution
cabinets and provides a feasible solution for metallic product quality assurance.

INDEX TERMS Boundary defect detection, electric distribution cabinets, image moment, anomaly
detection.

I. INTRODUCTION
External quality is one of the most important subjective qual-
ity attributes of electric distribution cabinets. The cabinets are
used to place electrical components and controllers, and are
usually painted to avoid metallic corrosion. The appearance
of electric distribution cabinets critically affects their point-
of-sale value and the buying behavior of consumers. In par-
ticular, the product boundaries, the area where two surfaces
are connected, are easily damaged due to collision than other
areas. Defects commonly found include scratches, pits and

The associate editor coordinating the review of this manuscript and
approving it for publication was Lefei Zhang.

peeled of painting. This often causes sales return and/or
consumer complaints, leading to great economic losses and
corporate reputation damages. Therefore, boundary defect
detection has become an important processing stage in pro-
duction and quality control [1]–[3].

Traditional appearance quality inspection methods relied
on manual detection are low efficient and result in high
error rate [4]. Furthermore, manual detection results are
sometimes inconsistent due to the influence of surrounding
environment. Hence, it is necessary to develop an automatic
defect detection method to replace manual inspection. To this
end, machine vision technology has been widely adopted for
automatic surface defect detection [5]–[8]. In the literature,
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existing methods can be divided into four groups: filtering
approaches [9], structural algorithms [10], model-based tech-
niques [11] and statistical methods [12], [13]. Filtering meth-
ods including wavelet transform and Gabor filter are used to
remove image noise to enhance feature information that facil-
itates defect detection [14]. Structural methods such as mor-
phological operations and edge detection are often employed
to detect defects by utilizing the product texture informa-
tion [15]. Model-based techniques establish an identification
algorithm of defect detection by utilizing the hidden Markov
model and autoregressive model [16]. Statistical methods,
such as histogram, co-occurrence matrix and autocorrelation
function, are applied to construct the gray level distribution
of image pixels to acquire defect information [17].

However, most of the above methods are focused on sur-
face defect detection and have not considered the defects
on product boundaries, which is still a challenge for quality
control in automatic production. Aiming at detecting defects
on the boundaries of electric distribution cabinets, this paper
presents a method of boundary defect detection based on
image moment feature anomaly. Image enhancement and
sharpening are firstly implemented by utilizing the Gaus-
sian smoothing filter and the Sobel gradient operator to
mitigate the interference of uneven illumination. Then the
boundary area is separated from the cabinet surface based on
threshold segmentation. In this stage, the K3M tinning algo-
rithm is employed to extract the cabinet boundary skeleton
to acquire precise boundary locations. Afterwards, the seg-
mented boundary area is divided into separate blocks that
are used as defect detecting samples. By doing so, the Gaus-
sian distribution model based anomaly detection method is
established to identify the image blocks with defects. This
work provides a practical method of boundary defect detec-
tion for quality inspection in automatic industrial production
applications.

The rest of the paper is organized as follows. A descrip-
tion of the defect detection system is given in Section II.
Section III details the boundary extraction procedure. Defect
detection based on image moment feature anomaly is
presented in Section IV. Experiments are described and
results are discussed in Section V. Conclusions are given in
Section VI.

II. VISION-BASED ELECTRICAL CABINET SURFACE
INSPECTION SYSTEM
Figure 1 shows the schematic diagram of the vision inspec-
tion system for electric distribution cabinet surface defect
detection. The target detection area on the cabinet is treated
separately as a surface and its boundaries. Accordingly,
appearance quality inspection of the cabinet are carried
out for surface defect detection and boundary defect detec-
tion. In the work reported in [18], cabinet complex surface
defect detection has been accomplished. The current work
aims to tackle the problem of boundary defect inspection.
Two industrial cameras with field-of-view of 1.0m × 1.2m
(width × height) and resolution of 2478 × 3840 pixels are

FIGURE 1. Schematic diagram of a vision inspection system for electric
distribution cabinet surface defect detection.

used to capture images of the cabinet surface of 0.6m× 1.6m
in size. In order to effectively capture the contour of boundary
regions, two strip light sources are used to illuminate the
surface and they are mounted in parallel to the vertical bound-
aries. The captured images are transmitted to a computer for
boundary defect detection.

Despite two cameras are needed to capture the large size
(0.6m × 1.6m) cabinet surface, the image processing pro-
cedures for the two cameras are the same. Hence, only the
boundary defect detection process on the upper cabinet area
(0.6m× 0.8m) is described, as shown in Figure 2(a). Because
two parallel strip sources are used to illuminate the cabinet
surface, the gray distributions of the horizontal and vertical
boundary areas are different. Figures 2(b) and 2(c) display
the gray distributions of ‘‘A’’ and ‘‘B’’ regions marked with
green and yellow in Figure 2(a). It can be found that gray
values of the boundary area in region ‘‘A’’ change slowly from
0 to 58, however, these in region ‘‘B’’ sharply increase to 120
and then decrease to 70. Because of this phenomenon, it needs
to treat defect detection separately on the horizontal and
vertical boundaries, and the process will be detailed in the
next section.

III. BOUNDARY EDGE DETECTION
In order to detect defects on product boundaries, the bound-
ary areas should be firstly extracted to avoid the influence
of neighboring surface morphology. Figure 3 shows the
flowchart of the boundary extraction process. The cabinet
surface image, Figure 2(a), is used as input. A high-pass
filter [19] is applied to limit the influence of the low fre-
quency surface texture. Moreover, a gradient sharpening
algorithm [20] is employed to sharpen the image. Then the
region of interest (ROI) on the boundary area is extracted by
combing threshold segmentation and morphological erosion.
Afterwards, as mentioned above, the horizontal and vertical
boundaries are separately processed because of their different
gray value distributions. For vertical boundary extraction,
the sharpened image after high-pass filtering is integrated
with the ROI of vertical boundary area to obtain its boundary
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FIGURE 2. Cabinet image and gray distributions of the marked areas: (a) cabinet surface image, (b) gray distribution of A, and (c) gray
distribution of B.

FIGURE 3. Flowchart of boundary extraction.

skeleton. Due to the slow change of horizontal boundary gray
values, as shown in Figure 2(b), it does not need to filter
the low frequency information but needs to enhance the gray
gradient of the input image. Therefore, the input image is
sharpened and integrated with the ROI of horizontal bound-
ary area, and the horizontal boundary skeleton extraction is
achieved.

The purpose of image gradient sharpening is to facilitate
image edge extraction. There are many operators, such as
Roberts, Laplace, Prewitt, Sobel and Kirsch operators, which
can be applied to produce image edges, and their processing
results on the cabinet image are shown in Figure 4. It can
be seen that edge detection results obtained from Roberts,
Kirsch and Laplace operators show some unwanted artifacts
caused by uneven illumination and surface texture features.
The Prewitt and Sobel operation results are satisfactory, and
the Sobel operator will be used for edge detection in this
work.

Further Sobel-based edge detection results for product
boundary edges are shown in Figure 5. Considering that

the boundary edge is the largest size compared with other
pattern edges, image erosion operation is employed to remove
the surface pattern edges. Then image dilation operation is
applied to extract the boundary edge, which is the so-called
boundary ROI. Based on this, the vertical and horizontal
boundaries are obtained.

However, the edge detection results are not the actual
boundary areas. In order to ensure accurate defect detec-
tion on boundaries, the boundary ROI needs to be further
processed to acquire precise boundary locations. For this
purpose, the boundary skeleton [21] is acquired by thinning
the detected edges to be lines only with a single pixel width.
Figure 6 shows the thinned results processed with the one-
pass thinning algorithm (OPTA) [22], K3M tinning algo-
rithm [23] and Zhang-Suen tinning algorithm [24]. The three
processed results are similar. The K3M algorithm is selected
as the cabinet boundary skeleton extraction method because
of its computation efficiency [23].

It can also be seen in Figure 6 that the boundary skele-
ton is not a straight line due to the influence of image
noise and/or surface defects. For a regular shape object,
the line fitting methods are used to straighten the boundary
skeleton lines. Figure 7 shows the fitting results obtained
with the Hough transform (HT) [25], the least squares (LS)
[26], the Huber-weighted least squares (HWLS) [27] and
the Bisquare-weighted least squares (BWLS) [28] methods.
From the enlarged figure, it can be seen that the fitted line
of boundary skeleton using the BWLS algorithm is most
effective as compared with other three processes. Finally,
the BWLSfitting line is integrated with image gradient sharp-
ening to extract cabinet boundary images.

IV. BOUNDARY DEFECT DETECTION BASED ON IMAGE
MOMENT FEATURE ANOMALY
Boundary defect detection can be performed based on the
segmentation of cabinet boundary image. This work aims to
determine whether the product boundary has defects instead
of identifying the types of defect. Hence, image moment
features are suggested as indicators of defects, and anomaly
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FIGURE 4. Edge detection results using different operators: (a) gray image, (b) Roberts, (c) Prewitt, (d) Sobel, (e) Kirsch, and (f) Laplace.

FIGURE 5. Boundary edge extraction based on image morphological
operations.

features are used to indicate that defects are present. This is
because the image moment features can be used to describe
the image morphologies like size, shape and gray scale,
which are not affected by illumination, noise and defor-
mation. In order to detect the defects, extracted boundary

FIGURE 6. Boundary skeleton extraction results by different image
tinning algorithms: (a) ROI, (b) OPTA, (c) K3M, and (d) Zhang-Suen.

images are first divided into smaller image blocks due to
the boundary length (larger than 1000 pixels) is much higher
than its width (less than 10 pixels). Then anomaly fea-
tures of abnormal image blocks are determined. Finally,
boundary defect inspection is conducted by Gaussian dis-
tribution modeling to determine if the image blocks are
abnormal.
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FIGURE 7. Fitting lines obtained with the HT, the LS, the HWLS, and the
BWLS algorithms.

FIGURE 8. The schematic diagram of dividing the boundary image into
smaller blocks.

A. IMAGE BLOCK PARTITIONING
Figure 8 shows the schematic diagram of dividing the bound-
ary image into smaller blocks. The boundary width is firstly
expanded to 2e + 1 pixels taking the boundary center line
as the axis of symmetry and e is the size of extension.
The extended boundary image is then divided into smaller
block with the same height h. Image blocks of horizontal
boundaries are further rotated 90 degrees to alignwith vertical
boundaries.

The partitioned image block B(x, y) can be expressed by

B(x, y) = f (x0 + x, y0 + y), x ∈ [0, 2e], y ∈ [0, h− 1] (1)

where x0 and y0 are the original coordinates of the partitioned
image blocks shown in Figure 8, and the size of the B(x, y) is

FIGURE 9. The correction of image block partitioning based on image
interpolation.

(2e+ 1)× h. The pixels of defects are labeled with ‘‘1’’, and
the others are labeled with ‘‘0’’. Assuming that the starting
pixel coordinate is (xb, yb), and the ending pixel coordinate
is (xe, ye).

NB = b
ye − yb
h
c (2)

where NB is the number of image blocks, which is equal to
the ratio between boundary length and image block height,
and NB is an integer.
In practice, the boundaries are not absolutely vertical and

horizontal, but are affected by product translocation opera-
tions and image distortions, leading to horizontal uncertainty.
To deal with this problem, an interpolation is used to reduce
the error in image block partitioning. The nearest neighbor
interpolation and the bilinear interpolation are two commonly
used image interpolation methods. Moreover, the bilinear
interpolation method is an improved algorithm of the nearest
interpolation method. The former is then adopted to correct
errors of image block partitioning, and the result is shown
in Figure 9.

Furthermore, appropriate partitioning of the image blocks
is crucial to ensure the accuracy of defect detection. In this
work, the image block size is determined by the correla-
tion between the longitudinal axis of its gray area (Ra) and
its label. The higher correlation, the more suitable image
block is obtained. As shown in Figure 8, the image block is
labeled ‘‘0’’ if all the labeled pixels in the image block are
marked ‘‘0’’ (lpatch = 0), otherwise, the image blocks are
marked ‘‘1’’ (lpatch = 1). The Pearson correlation coeffi-
cient [28] is used here to characterize the correlation coef-
ficient between two parameters, which is expressed by

r =

N∑
i=1

(lpatch(i)− µpatch)(Ra(i)− µRa)√
N∑
i=1

(lpatch(i)− µpatch)2

√
N∑
i=1

(Ra(i)− µRa)2

(3)

where r ∈ [−1, 1] is the Pearson correlation coefficient;
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FIGURE 10. Correlation coefficients between different image block
heights and extensions.

lpatch(i) and Ra(i) are the label and Ra values of the i-th image
block respectively;µpatch is the mean value of all pixel labels;
µRa is the mean value of all image block labels.

In this work, the cabinet boundary center mainly contains
three pixels and thus the image block height and extension
are set to 3 ∼ 8 pixels. The correlation coefficients between
different h and e are shown in Figure 10. It can be seen that
the coefficient is the highest (0.6372) when h = 5 and e = 4.
In this case, the correspondingly partitioned image blocks are
more suitable for defect detection.

Figure 11 shows the influences of image block size on
defect detection accuracy. As shown in Figure 11(a), for
e = 4, Ra fluctuates when h = 3, and the detection of
small defects is affected by image texture and noise; despite
the fact that Ra changes slowly when h = 7, it is still
difficult to identify small defects. When h = 5, the curve
shows larger changes among small defects, image texture and
noises, which is more suitable for defect detection. As shown
in Figure 11(b), for h = 5, several defects are missed by
monitoring the changes of Ra when e = 2. If e = 6, the image
background may be regarded as a boundary region, resulting
in detecting errors. It can be seen that more accurate reflection
of defects can be obtained when e = 4 as compared with the
other two conditions.

B. ANOMALY FEATURE DETERMINATION OF ABNORMAL
IMAGE BLOCKS
Distinguishing the abnormal image blocks with defects from
the normal image blocks without defects is the basic objec-
tive of boundary defect inspection. Geometrics, projection
profiles and gray scales are the fundamental characteristics
of images. All image blocks of the cabinet boundary are of
the same sizes, making geometrics such as area, length and
roundness unsuitable to reflect their differences. Moreover,
projection profiles are unable to provide the image feature
distribution. In contrast, the gray distribution about gradient
and intensity will exhibit noticeable changes if defects appear
on the image blocks. On the other hand, intensity statistics

including mean, and variance need to be further considered
for the best indicator in defect identification.

Kurtosis is a characteristic parameter measuring the proba-
bility distribution of random variable, which is used to reflect
the non-uniformity of statistical samples [29]. It is considered
in order to determine the best indicator. This is because the
abnormal image blocks are in a random distribution, which is
caused by the differences between defect types.

To calculate the kurtosis of sample feature sequence xi,
the standard deviation of xi is normalized.

zi =
xi − µ
σ

, 1 ≤ i ≤ N (4)

where zi is the normalized standard deviation, µ is the mean
value and σ is the standard deviation. Based on this, the
kurtosis K can be calculated by [29]

K =
1
N

N∑
i=1

z4i (5)

Equation (5) is used to obtain kurtoses of the long axis of
gray area, short axis of gray area (Rb), angle of gray scale
(Phi), mean gray value (Mean), gray deviation (Deviation),
gray anisotropy (Anisotropy) and gray entropy (Entropy) of
image blocks, results are shown in Figure 12. It can be seen
that the Ra kurtosis is highest compared to other parameters.
Though the Mean kurtosis is the second highest value, it is
sensitive to illumination conditions. Therefore, Ra is adopted
as the anomaly feature that reveals abnormal image blocks
with defects.

The Ra of an image block B(x, y) can be calculated by
utilizing the image moment (mp,q) that is defined as [30]

mp,q =
∑
x

∑
y

xpyqB(x, y) (6)

where p and q denote the gray scale moment orders in x and
y axes respectively; the order of (mp,q) is equal to the sum
of p and q.

The centroid (xc, yc) of an image block is calculated from

xc =
m1,0

m0,0
, yc =

m0,1

m0,0
(7)

Then we can obtain the image central moment µp,q [31]

µp,q =
∑
x

∑
y

(x − xc)p(y− yc)qB(x, y) (8)

The Ra is equal to that of inertial principle axis, which can
be acquired using the second-order image moment

Ra = 2

√
1
2
(µ2,0 + µ0,2)+

√
4µ2

1,1 − (µ2,0 − µ0,2)2 (9)

C. ABNORMAL IMAGE BLOCK DETECTION BY GAUSSIAN
DISTRIBUTION MODELING
Image blocks with defects are regarded as abnormal samples,
and a normal samplemodel should be established accordingly
for defect detection. In practices, defects appear in product
surfaces occur randomly and obey the Gaussian distribution.
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FIGURE 11. Influences of image block size on defect detection accuracy: (a) e = 4, the relationship between Ra and h, (b) h = 5,
the relationship between Ra and e.

FIGURE 12. Kurtoses of different gray scale parameters.

Hence, it is used to build the normal sample model for defect
identification. As mentioned above, the Ra is used as the
characterization indicator of image block samples.

Let the normal image block samples be X = {x1, · · · , xN }.
The probability density function p of the samples is

p(X , µ, σ ) =
1

√
2πσ

exp(−
(X − µ)2

2σ 2 ) (10)

where µ is the sample mean value and σ is the standard
deviation. Accordingly, the maximum likelihood estimate is
employed to determine µ and σ . Assuming that samples are
mutually independence, and their log-likelihood function L
is [32]

L(X , µ, σ ) = −
N
2
ln[2π]− N ln[σ ]−

N∑
n=1

(xn − µ)2

2σ 2 (11)

Then we have

{µ̂, σ̂ } = argmax
µ,σ
{L(X , µ, σ )} (12)

where µ̂ and σ̂ are the maximum likelihood estimation of
µ and σ . The optimal estimated parameters can be obtained
when the partial differential of L is 0, that is,

∂

∂µ
L(X , µ, σ ) = 0 (13)

∂

∂σ
L(X , µ, σ ) = 0 (14)

Then we have

µ̂ =
1
N

N∑
n=1

xn (15)

σ̂ 2
=

1
N

N∑
n=1

(xn − µ̂)2 (16)

Based on these, the likelihood L can be calculated. Then the
image blocks are labeled. Label ‘‘1’’ indicates that the image
block carries defects and others are labeled with ‘‘0’’. That is

f (Z ) =
{
1, p(Z , µ̂, σ̂ ) > θp
0, otherwise

(17)

where Z = {z1, · · · , zM } are the samples that need to be
tested,M is the sample number, and θp is a threshold.

V. EXPERIMENT
Two experiments were carried out and are presented in this
section. The first one aims to determine the optimal illumina-
tion condition and its corresponding optimal threshold θp for
cabinet boundary defect detection. This is because θp at dif-
ferent illumination conditions will affect the detection accu-
racy. Based on the working condition determined, the second
experiment was conducted to verify the performance of the
proposed method by comparing with other defect inspection
approaches.

The image acquisition system shown in Figure 1 is used
to capture cabinet surface images. The testing cabinets are
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FIGURE 13. Three images of the cabinet illuminated with different lighting intensities: (a) normal lighting, (b) dim lighting, and (c) strong
lighting.

illuminated with different conditions including normal light-
ing, dim lighting and strong lighting. Twenty-one cabinet
surface images are captured at the resolution of 2748× 3840
pixels, and three typical images containing four defect sam-
ples captured under different lighting intensities are shown
in Figure 13. As can be seen, the defects larger than 2 mm are
regarded as the detected objects. All the images are divided
into 38961 image blocks. Among these images, 1557 image
blocks without defects are used for normal sample model
training and the others are used as testing samples.

A. EXPERIMENT 1: OPTIMAL PARAMETERS
DETERMINATION
The receiver operating characteristic (ROC) curve is
employed to evaluate the performance of the proposed
method. In particular, two indicators, true positive rate (TPR)
and false positive rate (FPR), are respectively used as the
horizontal and vertical coordinates of the ROC curve. TPR
represses the probability of truth normal image blocks among
those detected as normal image blocks. FPR denotes the
ratio of truth normal image blocks among those judged as
abnormal image blocks. Their expressions are

TPR =
TP

TP+ FN
(18)

FPR =
FP

FP+ TN
(19)

where TP is the number of defect image blocks that are
correctly detected; FN is the number of defect image blocks
that are mis-detected; FP is the number of non-defect image
blocks that are mis-judged as defect blocks; TN is the number
of non-defect image blocks that are correctly detected.

Values of FPR and TPR are changed with threshold σp,
and the area under the ROC curve (AUC) can reveal the
identification accuracy. The AUC value is in the range
of [0, 1]. The higher value indicates higher accuracy, when
AUC = 1, TPR = 100% and FPR = 0%. Figure 14 shows
the ROC curves according to different illumination inten-
sities. It can be seen that AUC values vary in the range

FIGURE 14. The ROC curves according to different light intensities and
the corresponding AUC values.

FIGURE 15. The P-R curve according to ROC when mean intensity
is 61.16 as shown in Figure 14.

[0.93, 0.96] when the mean illumination intensities change
from 46.44 to 66.25. This indicates that the proposed defect
inspection method is capable to resist the influence of uneven
illumination.

It also can be found from Figure 14 that the rise of the
ROC curves increases with increasing light intensities when
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TABLE 1. Statistical accuracy of four detection algorithms shown in Figure 16 and Figure 17.

FIGURE 16. Training results of the image block samples using four detection methods: (a) IMA-GM, (b) LR,
(c) SVM, and (d) NN.

the FPR is less than 20%; afterwards, the ROC curves tend to
be saturated. In the saturation region, the TPR is smaller when
the illumination intensity is higher. Therefore, the optimal
light intensity can be determined according to the work-
ing conditions and requirements, and in the current work
the selected mean intensity is 61.16 and its corresponding
AUC value is 0.96.

The next step is to determine the optimal threshold σp
for the defect detection on image blocks. For this purpose,
the precision-recall (P-R) curve is applied. The Precision and
Recall are expressed by

Precision =
TP

TP+ FP
(20)

Recall =
TP

TP+ FN
(21)

According to the ROC curve depicted in Figure 14 when
the mean intensity is 61.16, the P-R curve is obtained and
shown in Figure 15. The intersection of the Precision curve
and Recall curve can be defined as the optimal detection

threshold, that is, θp = 0.4305. Based on the optimal illu-
mination intensity and threshold determined, the accuracy of
defect detection is improved.

B. EXPERIMENT 2: COMPARATIVE TEST USING
DIFFERENT DEFECT DETECTION ALGORITHMS
The performance of the proposed method, image moment
anomaly detection based on Gaussian distribution model
(IMA-GM), is evaluated by comparing with three common
supervised classification algorithms, logistic regression (LR)
[33], support vector machine (SVM) [34] and neural network
(NN) [35]. In particular, LR is based on L2 regularization and
its penalty coefficient is set to 10−5; the kernel function of
SVM is a radial basis function and its kernel factor is 10; the
NN has three layers and the node number of input, hidden and
output layers are 32, 64 and 32 respectively, and the Sigmoid
activation function is used.

There are 2600 image blocks used in this comparative
experiment. Among these images blocks, 2080 blocks are
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FIGURE 17. Testing results of the image block samples using four detection methods: (a) IMA-GM, (b) LR,
(c) SVM, and (d) NN.

used as training samples and 520 image blocks as testing
samples. All the image blocks are manually labeled with
‘‘0’’ and ‘‘1’’. Whereas, the identified defects using clas-
sification algorithms are labeled with ‘‘0.5’’ in order to
differentiate from the manual labels. Training and testing
results using the above mentioned four detection methods
are shown in Figure 16 and Figure 17 respectively. It needs
to be mentioned that the number of image blocks with
defects does not equal to the number of defects on the
cabinet boundaries because a defect may be divided into
different continual parts. This experiment aims to determine
whether the product boundaries have defects for quality
inspection instead of identifying defect types and severi-
ties. Therefore, any one of the continual image blocks is
detected as defect sample, it means that the defect is correctly
identified.

It can be seen that there are 14 defect samples in
the 2080 training samples, and the training results of
four algorithms show errors at different levels. As shown
in Figures 16(a) and 16(c), all defect samples are correctly
detected using the IMA-GM and SVM algorithms. However,
one normal sample and eleven normal samples are mis-
identified as defect sample using the IMA-GM and SVM
algorithms respectively. As shown in Figures 16(b) and 16(d),
there are no mis-identified normal sample arising from the
LR and NN algorithms. However, five defect samples and

one defect sample are not detected using the LR and NN
algorithms respectively.

From Figure 17, it also can be found that there are 14 defect
samples in the 520 testing samples. Compared with other
three methods, the IMA-GMmethod only mis-detected three
defect samples. The LR algorithm not onlymis-detected eight
defect samples but also mis-judged two normal samples.
Similarly, The SVM mis-detected seven defect samples and
mis-judged three normal samples. The NN mis-detected six
defect samples but also mis-judged two normal samples.

For further comparative analysis, TABLE 1 displays the
accuracy indicators of Precision, Recall and F-measure cal-
culated based on the actual defect quantity and locations, and
it is expressed as

F-measure =
2Precision× Recall
Precision+ Recall

(22)

As shown in TABLE 1, the F-measure values of the train-
ing results of four algorithms are similar and they are 0.875,
0.875, 0.813 and 0.903 respectively. On the other hand, the
F-measure (0.880) of sample testing using IMA-GM is higher
than that of other three methods (LR 0.545, SVM 0.583,
NN 0.467). Based on the comparative analysis, the proposed
image moment anomaly based defect inspection is more suit-
able for cabinet boundary defect detection.
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VI. CONCLUSION
Aiming to solve the problem of production defect detection
on electric distribution cabinet boundaries, a new approach of
boundary defect inspection based on image moment feature
anomaly is proposed. The boundary areas are extracted from
cabinet surface images and then divided into smaller image
blocks. The anomaly features of image blocks are acquired
and used to identify the abnormal image blocks with defects.
Based on this, the boundary defects are detected. The main
conclusions are:

1) The Gaussian distribution model of image blocks is
established based on the fact that cabinet surface
defects appear randomly. Furthermore, the probability
density function is employed to distinguish the normal
and abnormal image blocks. For cabinet quality inspec-
tion, the optimal illumination intensity is 61.16 and the
optimal probability density threshold θp is 0.4305, and
the corresponding AUC of the ROC curve is 0.96.

2) Based on labeled sample training, the detection accu-
racy, F-measure, of the proposed method IMA-GM can
reach 0.880, which is higher than that of LR (0.545),
SVM (0.583) and NN (0.467). This indicates that
the proposed method is more suitable for the cabinet
boundary defect detection than other three algorithms.

3) The gray scale longitudinal axis of image blocks is
recommended as the anomaly feature for abnormal
image block identification because its kurtosis value is
higher than that of gray mean value, gray variance and
gray scale latitudinal axis.

Future work will be focused on the acquisition of defect
samples and the optimization of the trainingmodel to improve
the accuracy of defect detection.
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