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ABSTRACT This paper proposes an optimized polar coded selective relay cooperation with an iterative
threshold decision of pseudo posterior probability to solve the excessive redundancy of received signals and
the high decoding complexity in a selective decode-and-forward (SDF) relay scheme. By sharing antennas
of a relay node, a polar coded cooperation scheme is illustrated in a three-node relay transmission model,
accompanied by an SDF protocol. Simultaneously, the SDF protocol is completed according to the channel
status information at the relay node. In the logarithmic belief propagation algorithm, an expression of pseudo
posterior probability-based stopping iteration threshold with independent and variable signal-to-noise ratios
is derived to decide convergence condition and thus timely stop the iterations for low decoding complexity.
And an extrinsic information transfer chart is also used to verify the completion of the iterative process.
In addition, an information detection factor is introduced to check decoded bits correctly by the change of it,
thereby reducing the average number of decoding iterations. It also accelerates the convergence speed of the
BP algorithm by setting threshold and prejudgment, thereby improving the decoding efficiency. Simulation
results show that the proposed polar coded relay cooperation scheme obtains over 2 dB performance gain,
when the bit error rate (BER) is lower than 10−3, compared with the existing low-density parity-check
codes related schemes. It also reduces the complexity of the BP algorithm by stopping the iteration of high-
reliability nodes at the cost of performance loss within 0.5 dB. Therefore, the proposed scheme obtains both
good BER performance and low complexity, which endows its good applications in cooperative wireless
communications.

INDEX TERMS Polar coded cooperation, outage probability, pseudo posterior probability, iterative thresh-
old, information detection factor.

I. INTRODUCTION
Recently, cooperative diversity technology has emerged in
modern wireless communications to meet the requirements
of increasing speed and quality. It was first proposed with
a specific cooperative transport protocol in [1]. It mainly
employed the antennas of some neighbor nodes to form a
virtual multiple-input multiple-output (MIMO) system for
space diversity, and thus improving the capacity of an
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entire multiple-relay system. Then, many coded coopera-
tive schemes started adopting efficient LDPC codes, Turbo
codes, or some other codes to improve the effectiveness and
reliability of the communications [2]. For instance, the LDPC
coded cooperation of a single or double relays was proposed
with an amplify-and-forward (AF) protocol in [3]. However,
in these schemes, the AF protocol amplifies the power of
both signals and noises. Thus, it was usually accompanied
by a poor performance due to false message self-feedback by
short loops in the Tanner graph of LDPC codes. Moreover,
the error performance of a Turbo coded cooperative system
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was investigated in [4]. It used multiple relays to achieve
good BER performance. However, the complexity of the
algorithm also increased exponentially in proportion to the
code length. Results show that the decode-and-forward (DF)
protocol was more effective than the AF one. In a polar coded
cooperation, a novel joint successive cancelation decoding
scheme was also proposed [5]. This scheme was employed
at the destination node and provided significant coding gains.
However, no schemewas proposed in terms of the complexity
of the algorithm in [5]. In addition, the outage probability
and diversity order of a wireless network combining net-
work coding and DF relay selection were studied, which pro-
vided a meaningful value to improve coded cooperation [6].
In sum, all above existing coded cooperation schemes showed
that iterative decoding had good error performance, but the
complexity in the above literature had not been greatly
improved.

Polar codes have good characteristic of channel polariza-
tion. Channel polarization achieved the highest channel trans-
mission rate under certain transmission reliability [7], [8].
A channel polarization for binary-input discrete memory-
less channel was proposed in [9], where the complexity of
O(N logN ) was required for each polar encoding and decod-
ing process. By channel polarization, the actual probabilistic
channel was transformed into a parallel deterministic bit
channel [10]. Given their advantages of approaching Shannon
limit and less delay in an additive Gaussian white noise
(AWGN) channel [11], polar codes were widely used in
communications, such as channel coding and cooperative
relaying [12]. By introducing polarization violation set and
polarization reversal set, an improved approximate genetic
algorithm for polar codes was proposed in [13] to solve the
problem of sub-channel selection inaccuracy. It had great
advantages in constructing high performance and long-length
polar codes, but the procedures of coding and decoding
became complicated simultaneously. In a previous study,
an equivalent channel parameter universal to the cooperative
relay system was given by rigorous mathematical derivation
to find the optimal channel suitable for polar encoding and
decoding [14].With a fixed generator matrix, the BER perfor-
mance was improved by reducing a search space for mapping
patterns and combining low-order modulations [15]. Also,
a maximum polarization matching strategy was also pro-
posed to improve the systematic error performance in [16].
Therefore, the solution of high complexity and large delay
in polar coded cooperation schemes is still a key issue in
cooperative communications.

To improve BER performance and minimize complexity,
we present a polar coded cooperation scheme based on a
selective decode-and-forward (SDF) protocol in this paper.
The proposed scheme is investigated in a three-node relay
model with half duplex mode. A SDF protocol is employed
as the forwarding protocol in the relay node, and the cyclic
redundancy check (CRC) measure is introduced for checking
reliability and discarding erroneous data as in [17] and [18].
Finally, the effectiveness of the proposed scheme is tested

and verified by numerical simulations with some analyses of
the performance improvement and complexity reduction. The
main contributions are summarized as follows:
• An efficient relay transmission scheme by employing
the selective decision probability factor: A SDF relay
scheme is proposed by employing a relay selection deci-
sion probability factor according to the mutual infor-
mation between the input and output of the relay node.
Compared with a fixed DF relay scheme, it can selec-
tively discard the false messages and do not forward
them to the destination node to improve the systematic
BER performance. In addition, it can directly transmit
the messages from the source node to the destination
node without any relay forwarding when the channel
status is good, thereby considerably improving the trans-
mission efficiency.

• Computational complexity reduction with stable conver-
gence rate using a variable iterative threshold: Com-
bined with EXIT charts of the proposed BP algorithm,
the pseudo posterior probability of received codes is
proposed to constitute a stopping iteration threshold.
Different from traditional constant threshold, the num-
ber of active nodes is reduced by a changeable threshold
taken with relation to the SNRs. Thus, the number of
nodes without updating in each iteration is maintained
to a stable level, preventing the convergence rate from
decreasing. The complexity is reduced greatly at the cost
of small BER loss due to incomplete iteration of some
nodes.

• Reduction of average number of iterations through pre-
judgment ability: An iterative stopping condition is pro-
posed as the objective function with a new informa-
tion detection factor in which the parity check matrix
and output sequence are used to predict the end of
decoding in advance. Thus, it can avoid unnecessary
iterations and reduce the average decoding iterations
for lower complexity and less latency, when compared
with those of the traditional polar coded cooperation
schemes.

This paper is organized as follows. In Section II, a three-
node selective coded cooperative communication system
model is proposed and the protocol used in thismodel is deter-
mined. The polar coded cooperative process and key research
objects are analyzed concretely. Then, the description of the
SDF relay protocol is given and illustrated in Section III.
A complexity optimization decoding in the logarithm BP
algorithm of polar codes with iterative threshold and stop-
ping condition is also proposed. In this section, polar coded
cooperation is performed with the highest quality channels
and the fastest iterative algorithm. In Section IV, the BER
performance and complexity of the whole system are theo-
retically analyzed and mathematically deduced. Simulation
results and related analyses show that the proposed coopera-
tion scheme has both better BER performance and lower com-
putational complexity than the current well designed schemes
in Section V. Finally, Section VI concludes the whole paper.
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FIGURE 1. Schematic of the three-node relay channel model.

II. THREE-NODE SELECTIVE DF RELAY COOPERATIVE
MODEL OF POLAR CODES
For the ease of diversity analyses in cooperative communica-
tion systems, a three-node relay channel model is established
in this paper. This model consists of a source node, a relay
node, and a destination node [19]. In cooperative communi-
cations, a user node can transmit its own information, and
that of other users. Meanwhile, half duplex communication
is adopted. The specific processes and signal transmission
modes are shown in Fig. 1.

In Fig. 1, the parameters in this model are as follows. di,j
(i, j =(S,R), (R,D), (S,D)) devotes the distance between two
nodes. hi,j is the channel fading coefficient, and all the coeffi-
cients are independent of each other. Among them, the relay
node mainly processes the received information before for-
warding, and the processing method is mainly based on the
formulated cooperative communication protocol. The half
duplex communication mode is adopted in this paper. Also,
there are three protocols to be used, including AF, DF and
selective relay protocols.

The main difference between AF and DF protocols is that
the relay node in a three-node relay model has different
processing methods for the received signals. The relay node
in the AF protocols is equivalent to a simple transponder.
It only processes the received information from source nodes
linearly, amplifies both the signals and noises, and finally
emits the amplified noisy signals. As a result, this protocol
reduces the performance of the system due to noise power
amplification. To overcome this problem, we mainly use the
SDF protocol for polar coded cooperative system.

In the polar coded cooperation scheme under the SDF
protocol, the source node needs polar encoding. Then, it is
separately modulated and sent to the relay and destination
nodes. When the relay node receives the signals, the SNR at
the relay node is calculated first. Then, the received signals
are decoded and finally forwarded after CRC verification.
To eliminate the amplified noises as much as possible, these
signals are sent to the destination node for maximum ratio
combining (MRC). Finally, themerge information is output at
the destination node after polar decoding. Themost important
part of the SDF protocol is that selective relay forwarding and
the CRC of the received signals are introduced into the relay
node to check whether the decoding and signal transmission
are accurate. The specific process is shown in Fig. 2.

FIGURE 2. Polar coded cooperation model based on a SDF protocol.

The transmit power of the S and R nodes are expressed
by P1 and P2, respectively. According to the above coded
cooperation model, the received signals of the relay and
destination nodes are obtained as

yR =
√
P1hSRx + nSR,

yD1 =
√
P1hSDx + nSD,

yD2 =
√
P2hRDyR + nRD, (1)

where x represents the information from the S node. nij rep-
resents additive complex Gaussian noise with zero mean and
variance σ 2

n . yR represents the information received by the
relay nodes after the link S-R fading. yD1 represents the infor-
mation received by the destination nodes during the broadcast
phase via the link S-D fading. yD2 represents the transmitted
fading information received by the link R-D in the multiple
access phase.

Finally, the received information in the destination node by
the MRC of yD1 and yD2 is obtained. The received informa-
tion is first adjusted in phase. Then, it is added in accordance
with the appropriate gain coefficients. The gain weighting
factor corresponding to each branch is the ratio of the signal
amplitude of the branch to the noise power [20]. In addition,
power normalization is required for the noise of these two
signals as shown in (2).

yD1
√
δSD
=

hSDx
√
δSD
+

nSD
√
δSD

,

yD2√
|hRD|2 δSR + δRD

=
hSRhRDx√

|hRD|2 δSR + δRD

+
hRDnSR + nRD√
|hRD|2 δSR + δRD

. (2)

As a result, the merged signals after the MRC are

Y =
(hSRhRD)∗√
|hRD|2 δSR + δRD

·
yD2√

|hRD|2 δSR + δRD

+
h∗SD
√
δSD
·
yD1
√
δSD

. (3)

Finally, the original signals are obtained by decoding and
demodulating the final signals Y .
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III. JOINT CONSTRUCTION OF RELAY COOPERATION
FOR PERFORMANCE IMPROVEMENT AND
COMPLEXITY REDUCTION
The performance index of the system that combines cooper-
ative communication with polar codes includes BER perfor-
mance and decoding algorithm complexity. In this chapter,
a SDF relay scheme in terms of BER performance is pro-
posed, which uses relay selection decision factors to discard
the error information in advance. As for algorithm complex-
ity, a variable iterative threshold based on pseudo-posterior
probability and an information detection factor for predicting
iteration failure are constructed to reduce the number of
unnecessary iterations in decoding. In addition, the system
has high diversity gain and thus it has wide application
prospects.

A. ADAPTIVE SINGLE RELAY COOPERATIVE
STRATEGY ON SDF PROTOCOL
When the relay node selects the full decoding method and
decodes correctly, the DF transmission protocol is equivalent
to a repeated encoding scheme. At this point, the maximum
mutual information IDF can be obtained as

IDF = min {ISR, ISRD}

= min{1/2 log2
(
1+ SNR |hSR|2

)
,

1/2 log2
(
1+ SNR |hSD|2 + SNR |hRD|2

)
}. (4)

Suppose that the spectral efficiency of cooperative trans-
mission systems is r . The transmission outage probabil-
ity of the relay system in Rayleigh fading channel can be
expressed as

PDF (SNR, r) = P(IDF < r)
= P[|hSR|2 < (22r − 1)/SNR]+ P[|hSR|2

≥ (22r − 1)/SNR] ·
P[|hSD|2 + |hRD|2 < (22r − 1)/SNR]
∼ (22r − 1)/(σ 2

SR · SNR). (5)

The result of (5) shows that the outage probability of the
system is inversely proportional to the first order of SNR.
In addition, only one-order gain diversity can be obtained.
This fixed DF relay protocol can not obtain full gain diversity
due to the influence of error propagation [21]. Relay nodes
must forward the information selectively to improve the effi-
ciency of relay forwarding. Thus, a SDF relay forwarding
threshold is defined as

θ =
(
22r − 1

)
/SNR. (6)

The channel parameters and the forwarding threshold
were compared to determine whether the information is for-
warded or not. The maximum average mutual information in
the relay transport can be represented as

I ′ =

{
1/2 log(1+ 2SNR |hSD|2), |hSR|2 < θ
1
2 log(1+ 2SNR |hSD|2 + SNR |hRD|2), |hSR|2 ≥ θ.

(7)

Using the formula of total probability theorem, we can
deduce the outage probability under this transmission proto-
col from (7) as

PSDF (SNR, r) = P(I ′ < r)

= P{|hSR|2 < θ}P{2 |hSD|2 < θ]

+P{|hSR|2 ≥ θ}P[|hSD|2 + |hRD|2 < θ].

(8)

Different from the fixed DF relay protocol, the SDF relay
protocol has an outage probability that is inversely propor-
tional to the square of the SNR and obtains a two-order
diversity gain. As a result, the forwarding information is more
reliable.When random variables are all exponential variables,
the outage probability that the relay is forwarded under the
condition of high SNR is obtained as

PSDF
(
I ′ < r

)
=

(
σ 2
SR + σ

2
RD

2σ 2
RD

(
σ 2
SRσ

2
RD

)) θ2. (9)

Thus, the inherent problems in fixedDF relay collaboration
are improved. That is, when part of the signals are decoded
wrongly, they are not still sent to the destination node. In this
way, the BERperformance of the system is promoted. In addi-
tion, according to the expression of interrupt probability, SDF
relay also has the full diversity gain that does not exist in
conventional DF relay cooperation.

B. IMPROVED RELAY OVERALL ARCHITECTURE
FOR COOPERATIVE SYSTEMS
The relay selection system needs not only the relay nodes’
participation, but also needs the destination nodes’ partici-
pation and joint control to improve the utilization of spec-
trum resources and the capacity of the system. In the current
coded cooperation, the relay node determines whether to for-
ward or not, mainly relying on the CRC check [22]. However,
this method reduces the speed of the system. To improve
this existing problem, we propose a relay selection scheme
suitable for coded cooperation from the threshold selection
aspect.

The analyses of selective relay cooperation systems are as
follows. The ratio of the instantaneous power of the received
signals yR and the power of the noise nSR is calculated accord-
ing to the channel state hSR of the relay node, and the SNR of
the received signals at the relay node is obtained as

SR = (P1 |hSR|2 + σ 2
n )/σ

2
n . (10)

Thus, the following categories and probabilities exist in the
proposed relay cooperation.

1) The received SNR of the cooperative user is lower than
θ and it is expressed as

Pr1 = p
{(
P1 |hSR|2 + σ 2

n

)
/σ 2

n ≤ θ
}

= 1− e−(θ−1)σ
2
n /2P1σ

2
SR . (11)
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2) The received SNR of the cooperative user is higher
than θ , and the correct decoding is performed.

Pr2 = p
{(
P1 |hSR|2 + σ 2

n

)
/σ 2

n > θ
}
p(decodecorrectly)

≥

∫
+∞

(θ−1)−1/2

(P1/σ
2
n )−1/2

(
1−

∞∑
d

k (d)P (d |hSR)

)
hSR
σ 2
SR

e
−(

h2SR
σ2SR

)
dhSR.

(12)

3) The received SNR of the cooperative user is higher than
θ , but the wrong decoding is performed.

Pr3= p
{(
P1 |hSR|2 + σ 2

n

)
/σ 2

n > θ
}
p(decodewrongly)

≤

∫
+∞

√
(θ−1)√
P1/σ

2
n

{1−[(1−
∞∑
d

k(d)P(d |hSR))]}
hSR
σ 2
SR

e
−(

h2SR
σ2SR

)
dhSR.

(13)

In (13), k(d) indicates the number of errors at the distance
of d . P(d |hSR) stands for the conditional error probability.
When SR is large enough and the outage probability is less
than the finite value, the probability that the relay node suc-
cessfully decodes the source signals is high due to low noise
interference. Then, the destination node performs MRC with
the signals received by the relay and source nodes.

C. JOINT DECODING CONSTRUCTION BY DECODING
DECISION THRESHOLD AND INFORMATION
DETECTION FACTOR
The BP algorithm based on factor graph is commonly used
to decode polar codes. It also has good decoding effect in
LDPC codes. Before decoding, the coding aspect of the
polar codes needs to be concerned. The polarization channel
information of a Gaussian channel is obtained by using the
Gaussian approximation method, where each sub-channel
W (i)
N obtained after polarization of the polar code is processed

separately. To construct better polar codes, the information
is transmitted using the channels with smaller error proba-
bility of Pe

(
W (i)
N

)
. According to the Gaussian approxima-

tion, the logarithmic likelihood ratio of each sub-channel
has the Gaussian distribution with a variance and a half-
value mean. Then, Pe

(
W (i)
N

)
of each polarization channel is

represented as

Pe(W (i)
N ) = Q(

m(i)
N√

2m(i)
N

) = Q(

√
m(i)
N

2
), (14)

Q (x) =
1
√
2π

∫
+∞

x
e−t

2/2dt, (15)

wherem(i)
N denotes themean of the likelihood density function

of the i-th bit. The mean of residual sub-channels is obtained
by iterative computation of Gaussian approximation as

m(2i)
N = 2miN/2

m(2i−1)
N = f −1(1− (1− f (m(i)

N/2))
2). (16)

To solve (16), we employ the following approximation of
f (x) in [10] as

f (x) =


e−0.4527x

0.86
+0.0218, 0 < x ≤ 10√

π

x
e
−

x
4 (1−

10
7x

), x > 10.
(17)

The choice of the efficient channels corresponds to the
selection of the rows of the generator matrix GN [23].

GN = BNF⊗n, (18)

F =
[
1 0
1 1

]
. (19)

In (18), BN represents bits flipping. ‘‘⊗’’ represents tensor
product. Source sequence of polar codes is mapped to coded
sequence by coset code. The encoded polar codes can be
expressed as (N ,K ,A, ucA) [24]. Among them,N is the length
of polar codes, and K is the bit length of useful information.
Then, the code rate can be described as R = K/N . ucA are
the frozen bits, corresponding to the bit channels with poor
performance, for transmitting fixed information.

The decoding of polar codes is completed using the log-
arithmic BP algorithm to make the decoding more efficient
and easier to calculate after polar coding. This algorithm
mainly involves message initialization, iterative operation,
decoding decision, and decoding termination. The following
factor diagram of the logarithmic BP algorithm is expressed
in Fig. 3.

FIGURE 3. Factor graph of iterative decoding in the logarithmic BP
algorithm.

Suppose that the message sequence is c, and the encoded
transmission sequence is x. After the channel transmission,
the received codes are y. Compared with the probabilistic
BP algorithm, the logarithmic BP algorithm can reduce some
multiplications in the decoding process effectively. However,
the performance of decoding complexity in coded coopera-
tion still needs to be improved. We mainly use the improved
logarithmic BP algorithm by decoding decision threshold
and information detection factor to reduce the complexity of
decoding operations. The key steps required in the proposed
algorithm are as follows.

After BPSK modulation, the initial message passes from
the variable bits i to the check bits j can be computed as

L(0)
(
qij
)
= L (pi) = ln

pi (0)
pi (1)

. (20)

Step 1: Update of check bit information.
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The bit information for checking that the check bits j pass
to variable bits i can be computed as

L(l)
(
rji
)
= ln

r (l)ji (0)

r (l)ji (1)
. (21)

Combining the identity tanx = (ex − e(−x))/(ex + e(−x)),
it generates

L(l)(rji) = 2 tan−1( 5
i∈N (j)|i

tan(
1
2
L(l−1)(qij))). (22)

Step 2: Update of variable bit information.
The information that the variable bits i pass to the check

bits j can be computed as

L(l)
(
qij
)
= ln

q(l)ij (0)

q(l)ij (1)
= L (pi)+ 5

j∈M(i)|j
L(l)

(
rji
)
. (23)

Step 3: Calculation of the decision information of the
variable bits as

L(l) (qi) = L (pi)i + 5
j∈M(i)

L(l)
(
rji
)
. (24)

If the calculated result is greater than zero, then ci = 0,
otherwise ci = 1.
Step 4: Exclusion of nodes that do not require iterative

update.
In the logarithmic BP decoding algorithm, the reliability

information needs to be calculated in each iteration, gen-
erating a large amount of calculation. To accurately ana-
lyze the convergence characteristics of the BP decoding pro-
cess, EXIT charts are used to track the external information
exchange between variable node decoders (VNDs) and check
node decoders (CNDs).

FIGURE 4. Diagram of the external information transfer process between
the VNDs and CNDs in Polar decoding.

According to the transmission characteristics of mutual
information between input and output of BP decoding algo-
rithm shown in Fig. 4, the EXIT curves of the k-th VNDs and
CNDs are expressed respectively as

IE,VND = J
(√

(k − 1)
[
J−1(IA,VND)

]2
+ 8R · SNR

)
, (25)

IE,CND = 1− J
(√

k − 1 · J−1
(
1− IA,CND

))
, (26)

where k denotes iteration number of the EXIT chart function
of the variable and check node decoders [32]. The formula-
tion ‘‘J (.)’’ is shown in the appendix of [25]. The decoding is
successful if there exists an open decoding tunnel between
two node decoder EXIT curves. Otherwise, when the two
EXIT curves intersect before the normalized terminal of iter-
ation, i.e., ‘‘1’’ in the EXIT chart, the decoding tunnel closes
and the decoding fails.

To accelerate the convergence speed of iteration and thus
reduce the decoding complexity, the pseudo posterior proba-
bility of received code words is used as a stopping iteration
threshold to stop the subsequent iteration, in which the reli-
ability of nodes is higher than the threshold E . And it is set
as the reliability of the update information. S(l) represents
the bit reliability information provided by pseudo posterior
probability of the received signals, defined as eqnarray (27).

S (l) = |F (λn)| ; 0 ≤ S (l) ≤ 1, (27)

where

F (x) =
(
ex − 1

)
/
(
ex + 1

)
. (28)

In addition, given the reliability of nodes in the iterative
process, a great deal of instability can be observed in the
first few times.Transmitting the information from an unstable
node to the adjacent nodes affects the information calculation
of the adjacent nodes. The convergence speed and decod-
ing performance of the algorithm are greatly affected. Thus,
the decoding scheme in this paper starts with tenth iterations
to conduct threshold comparison according to the reliabil-
ity of each node. When the number of iterations is greater
than 10, and the decision result of received bits obtained from
key Step 3) satisfies the following inequality.∣∣∣L(l) (qi)∣∣∣ ≥ E . (29)

The value of E is expressed similar to [27] as

E = e+
q∑
i=0

0.1/2i, q = b5× SNRc , (30)

where e is a constant. Then, these nodes are no longer updated
during the next iterative update process. The average iteration
number of the system is abated, and the computational com-
plexity is reduced by using this stopping iteration threshold.
Step 5: Reduction of the number of the iterations.
The amount of effective information exchanged between

nodes decreases as the number of iterations increases.
Increasing the number of iterations indefinitely cannot con-
tinue to reduce the BER. That is, the number of iterations
does not need to reachmaximum, and the BER of the decoded
output can be stabilized.Moreover, many additions andmulti-
plications are involved in the iterative process of information.
To reduce the complexity of the algorithm and improve the
efficiency of the system, an information detection factor z is
introduced to measure the error status of the output codes in
this step.

z(l) = H (ĉ(l))T mod 2. (31)

VOLUME 7, 2019 53071



B. Jiang et al.: Optimized Polar Coded Selective Relay Cooperation With Iterative Threshold Decision

Specify that the detection factor z remains constant in the
course of 3 consecutive iterations and the number of nonzero
elements remains the same. Then, the iteration is stopped,
and the decoding fails. Otherwise, continue iterating until the
maximum number of iterations.

IV. PRACTICAL ANALYSES OF THE PROPOSED
RELAY CODED COOPERATION
A. ERROR PERFORMANCE ANALYSES OF A RELAY
COOPERATIVE TRANSMISSION SYSTEM
A working cycle consists of two stages, considering that half
duplex communication is adopted. The working process is as
follows. K bits information is encoded to generate two parts
of information x1 and x2. Then, these two parts of information
are sent to the relay node and the destination node. Assuming
that the power to transmit signals is P, and P = P1 + P2.
The conditional error probability of the relay system can be
expressed similarly in [26] and [27] as

P (d |h) = Q

(√
2
(
P/σ 2

n
) M∑
l=1

dlh2l

)
, (32)

where d represents the Hamming distance of the codes.
M represents the distance from the source node to the relay
node. When the signals are transmitted from the source node
to the relay node and successfully decoded, the uncondi-
tional error probability can be obtained by averaging h in
eqnarray (32). Themoment generating function and Gaussian
Q function in Gaussian distribution are also applied and
expressed in [28].

Q(x) = 1/π
∫ π/2

0
e−
(
x2/2 sin2 α

)
dα. (33)

At this point, the error probability of the relay system can
be represented as

P(d)

=

∫
∞

0

∫
∞

0
Q

(
4

√(
P1
σ 2
n

)
d1 |hSD|2 +

(
P2
σ 2
n

)
d2 |hRD|2

)
p (hSD) p (hRD) dhSDdhRD

= 1/π
∫ π/2

0

(
1+

(
2P1d1σ 2

SD

)(
σ 2
n sin

2 α
))−1 (1+ (2P2d2σ 2

RD

)(
σ 2
n sin

2 α
) )−1 dα

≤ 1/2

(
1

1+
(
2P1d1σ 2

SD

)
/σ 2

n

)(
1

1+
(
2P2d2σ 2

RD

)
/σ 2

n

)
.

(34)

In (34), d1 and d2 denote the Hamming distance of x1 and
x2, respectively, and d = d1 + d2. Transmit power of source
node and relay node and Hamming distance of code words
jointly determine the bit error performance at the relay node.

Besides, the block error rate (BLER) of polar codes should
satisfy the following relationship [29] as

Pe (N ,K ,A) ≤
∑
i∈A

Z
(
W (i)
N

)
. (35)

B. ANALYSES OF SYSTEMATIC COMPLEXITY IN THE RELAY
COOPERATIVE TRANSMISSION SYSTEM BY USING
DECODING THRESHOLD AND
ITERATIVE PREDICTION
According to [29], the time complexity of the traditional BP
decoding algorithm is O(N logN ). With the increase in the
code length, the computational complexity of the algorithm
increases. To solve this problem, we determine the reliability
of the bits by using the pseudo posterior probability of the
received codes in the iterative process. A pseudo posterior
probability thresholdE is proposed to filter out the nodes with
high reliability so that they are not be updated in subsequent
iterations to reduce the complexity of the scheme.

When S(l) = 1, the received bit is ‘‘0’’ or ‘‘1’’. However,
in the actual iterative process, the reliability of information
can not reach 1. With the increase in SNR, the reliability
of each node increases meanwhile. When the SNR is high
enough, the convergence speed of the algorithm slows down.
Therefore, such as the decoding process in key step 4),
the received information pseudo posteriori probability is set
as the threshold E to balance the iterative convergence rate
of the algorithm. When the reliability information is greater
than the threshold, the next iteration does not need to update
this bits information. Thus, it can reduce the number of active
nodes in each iteration, and then the decoding complexity can
be reduced.

Apart from reducing the number of active nodes in each
iteration outside, the algorithm can also reduce complexity by
reducing the average number of iterations. To avoid unneces-
sary iterations, the algorithm introduces an iterative detection
factor to predict whether a codeword can be decoded success-
fully. Specific settings of iterative detection factor are shown
in Step 5) of Subsection III(B). If decoding fails, then the
iteration is terminated. Therefore, it can reduce the average
iteration times of the entire iterative process.

The complexity of the improved logarithmic BP algorithm
proposed in this paper is analyzed as follows. When using the
logarithmic BP decoding algorithm based on factor graph,
the factor graph of the polar code with a code length of N
consists of n stages and N (n + 1) nodes (N = 2n). The
proposed algorithm changes the decision rule for exchanging
information between nodes and the average iteration times
in the traditional BP decoding algorithm, thereby reducing
the time and computational complexity of polar decoding.
According to node update expression, the calculation of (22)
and (23) requires one tangent function, one inverse tangent
function, four multiplications, and two additions. When the
maximum iteration number is set to t (t ≥ 40), the num-
ber of iterations of each node in the improved algorithm is
greatly reduced due to the existence of the iterative thresh-
old and the information detection factor. When e = 0.90,
the number of iterations is basicallymaintained from 15 to 30.
Then, the average number of iterations is assumed to be 25.
Therefore, the computational complexity of the BP algorithm
before and after the improvement is summarized as TABLE 1.
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TABLE 1. Comparisons of decoding complexities between two different BP algorithms.

In Tab. 1, tangent function consists of two exponential
functions, one multiplication, and two additions. In addition,
the inverse tangent function consists of one logarithm func-
tion, two multiplications, and two additions.

V. SIMULATION RESULTS AND ANALYSES
A. PERFORMANCE SIMULATION AND ANALYSES OF THE
PROPOSED POLAR CODED COOPERATION SCHEME
In this section, the BER performance of the proposed scheme
is simulated under different coding and decoding conditions.
The experimental results are compared with the counterparts
of the existing LDPC coded cooperation scheme. In simu-
lations, irregular systematic bilayer LDPC codes are used
in cooperative relay schemes, and the specific construction
scheme is consulted in [30]. The simulation parameters are
configured as follows.

FIGURE 5. The outage probability of the AF, the DF, and the SDF
cooperative protocols.

After the channel polarization of polar codes, the coopera-
tive communication system can transmit the signals through
the polarization channel. To simplify the simulation, we con-
sider the distance between the nodes in the relay channel
mode as the unit distance. The outage performances of the
AF, the DF, and the SDF transport protocols are compared
in Fig. 5. Assume that the wireless channel is a Rayleigh
fading channel and the parameters σ 2

SR, σ
2
SD, and σ

2
RD are

all 1. The spectral efficiency of the system, i.e., r , is set
to 1 bit/s/Hz.

In Fig. 5, the performance of the fixed relay DF protocol
is worse than that of direct transmission, which indicates
that directly decoding and forwarding could lead to error
propagation and even influence direct communication. The
slope of the outage rate curve for AF and SDF is approx-
imately the same, and full diversity gain can be obtained.
However, the SDF protocol also adopts the relay selection
method, which eliminates the noise interference and avoids
the error propagation. Thus, its performance is better than
that of the AF protocol. It also shows that the reliability of
the coded cooperative system can be effectively improved by
ensuring the correctness of the information transmission in
relay nodes.

Then, to verify the effectiveness of the proposed decoding
algorithm, when code length and rate are 2048 and 0.25,
respectively, polar codes are then decoded by SC, SCL,
pruned SCL and improved BP algorithm in cooperative com-
munication individually. Subsequently, the diagram of the
systematic error rate simulation can be obtained and shown
in Fig. 6.

FIGURE 6. Comparison of BLER performance of polar coded cooperation
using different decoding algorithms.

From the comparison of the above four decoding algo-
rithms, the proposed BP algorithm can effectively improve
the BLER performance of the system. According to Fig. 6,
when the BLER is 10−3, the SNR performance of the pro-
posed algorithm can be improved by about 1.4 dB, 0.5 dB and
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0.6 dB, respectively, compared with those of the SC, the SCL
and the pruned SCL algorithms. In addition, adding CRC
check to the polar decoding algorithm can further effectively
improve the BLER performance of the system. Furthermore,
the improved BP algorithm can also effectively reduce the
computational complexity of the original algorithm, just as
that of the pruned SCL algorithm in [24]. However, the former
outperforms the latter in the BLER performance. Therefore,
the proposed BP algorithm has advantages in terms of both
the BLER performance and the computational complexity
among these decoding algorithms. Therefrom, the BER per-
formance of polar codes with different code lengths, bit
rates, and node distances are also studied under improved
BP decoding algorithm. And they are simulated and analyzed
subsequently as follows.

FIGURE 7. Influence of code lengths on performance of the polar coded
cooperative schemes.

Fig. 7 shows the BER performance simulation of the polar
coded cooperation scheme under the SDF protocol with same
code rate and different code length. The simulation curves of
the corresponding LDPC coded cooperative system under the
same conditions are also given. The simulation parameters are
set in Tab. 2.

TABLE 2. Simulation parameters of code lengths in the polar coded
cooperative schemes.

The polarization effect becomes more obvious with the
increase in code length. Under the same bit rate, with the
increase of code length, the bit channel quality used to trans-
mit the user information and the BER performance of polar
codes improve. Fig.7 and Fig.8 compare the BER perfor-
mance of the proposed polar coded cooperative scheme and
other existing LDPC schemes. In Fig. 7, the BER curve of the

FIGURE 8. Impact of code rates on the performance of the polar coded
cooperative schemes.

polar coded cooperative system is gradually improved with
the increase of code length. This phenomenon coincides with
the theory of channel polarization. The curves of polar and
LDPC codes show that, when the SNR is larger than 1 dB,
the BER of the polar code is obviously better than those
of LDPC codes in [30] and [31], and it tends to approach
zero as the SNR increases. Under the same BER, e.g.,
BER= 5×10−3, comparedwith the LDPC coded cooperative
systems in [30] and [31], the channel gains by employing
proposed polar coded scheme can be obtained about 0.8 dB
and 2.4 dB, respectively.

Similarly, with same code length, the BER of polar codes
with different code rates in the cooperative scheme under the
SDF protocol is described in Fig. 8. The simulation curves of
the corresponding LDPC coded cooperative system under the
same conditions are also given. The simulation parameters are
configured in Tab. 3.

TABLE 3. Simulation parameters of code rates in the polar coded
cooperative schemes.

When the code rate R changes, the number of channels K
used to transmit useful information is mutative. When N is
fixed, the number of K increases with the increase in code
rate. In the encoding and decoding of polar codes, the key
step is how to select the high-quality channels to transmit
the useful information, and the parameters used to measure
channel quality are Z

(
W (i)
N

)
. Then, the K channels with

small parameters are chosen to transmit the information. The
remaining N − K channels are used to transmit frozen bits
of information. When the number of K increases, the qual-
ity of the bit channel selected for transmitting information
becomes poor. In Fig. 8, when the code length remains
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the same, the BER performance of the cooperative com-
munication system becomes significantly worse with the
increase in code rate. When the SNR is greater than 0.8 dB,
the BER performance of the polar coded cooperative system
is better than those of the LDPC coded systems. Under the
same BER, e.g., BER= 5 × 10−3, compared with LDPC
coded cooperative systems in [30] and [31], the channel gain
between polar codes and LDPC codes are 1 dB and 2.8 dB,
respectively.

In Fig. 7 and Fig. 8, the code length and the code rate of
polar codes are closely related to the BER performance of the
coded cooperative communication system. The effect of code
rate on BER performance is faster and more efficient than
that of code length. When code length is sufficient and the
code rate is low, the polar coded cooperative communication
system based on the SDF cooperative protocol can reach the
Shannon channel limit approximately.

The above simulation results are all obtained in the relay
model of unit distance. However, the actual cooperative
communication systems are generally the asymmetric net-
work, and the location of mobile terminals changes at any
time. Therefore, the relationship between the distance and
the coded cooperative performance should be studied. Polar
codes with code length of 1024 and code rate of 0.25 are used
under the SDF cooperative protocol. By transforming the dis-
tance between the source and relay nodes, the corresponding
BER performance is simulated and shown in Fig. 9.

FIGURE 9. Influence of distance among relay nodes on the performance
of the polar coded cooperative schemes.

The distance between the link R-D and S-D are fixed at 1.
Only the distance of the link S-R is changed. According to
Fig. 9, a decrease in the distance between the source and
relay nodes indicates the attenuation of signals because the
link begins to decrease. Correspondingly, the BER perfor-
mance of the polar coded cooperative continues to improve.
Thus, in the practical application of cooperative communi-
cation, how to select the location of relay nodes is also very
important.

B. COMPLEXITY ANALYSES AND SIMULATION OF THE
PROPOSED CODED COOPERATION SCHEME
Through the above simulations and analyses, the polar coded
cooperative communication system under the DF cooper-
ative protocol has good BER performance. The logarith-
mic BP decoding algorithm needs to calculate the reliability
information in each iteration and contains many exponential
operations and a large number of multiplication operations.
Therefore, in this paper, a strain threshold and an information
detection factor are firstly set up to reduce the complexity of
the algorithm. Then, the simulations and complexity analyses
of the proposed scheme with different threshold values are
given. The simulation parameters are configured in Tab. 4.

TABLE 4. Simulation parameters of polar coded cooperative
communications with different thresholds.

FIGURE 10. Simulation of active bit transitions under different iterative
stopping thresholds.

As shown in Fig. 10, the iteration number of the algorithm
exceeds 10 when the SNR is less than 2 dB by adding the
threshold value and information detection factor in the tra-
ditional logarithmic BP algorithm. At least 30% of the nodes
need not be updated at each iteration. A large amount of com-
putation is reduced for each iteration. As the SNR increases,
the average reliability of each node increases as well. When
the SNR is less than 1.2 dB, the added value of the node
reliability is lower than the enhancement of threshold. Thus,
the percentage of nodes that can stop iteration is reduced.
At this point, the percentage of nodes that stop iteration shows
a downward trend. When the SNR is between 2 dB and 4 dB,
bits that the iterations more than 10 times begins to decrease.
However, the percentage of nodes that stop updating in each
iteration increases. When the SNR is greater than 3.2 dB,
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FIGURE 11. EXIT charts for polar decoding with different iterative
stopping thresholds.

FIGURE 12. BER performance of the polar coded schemes with different
iterative stopping thresholds.

the proportion of nodes to be updated in each iteration is
basically maintained above 90%, thus saving a great deal of
iterative computation. To reduce the complexity of the whole
cooperative communication system effectively, the BER per-
formance of the system must be considered simultaneously.

In addition, to illustrate decoding process under different
thresholds more accurately, the iteration decoding trajec-
tories corresponding to threshold values of 0.86, 0.88 and
0.90 are given by using the EXIT charts. As shown in Fig. 11,
the EXIT curves of the CNDs and the VNDs intersect at the
position close to ‘‘1’’ as the iteration proceeds. In this case,
the decoding soft information has high reliability and it can be
decoded successfully. However, when the iteration threshold
is added, the decoding tunnel will be reduced to a certain
extent, resulting in a slight reduction in the BER performance.
And the BER performance under different iterative stopping
thresholds is shown in Fig. 12.

As shown in Fig. 12, the BER performance of the pro-
posed algorithm decreases compared with that of the tradi-
tional logarithmic BP algorithm, when the threshold value
is reduced. As the threshold gradually decreases, the range
of BER performance degradation increases. When the SNR
is greater than 4 dB, the BER performance is almost zero.
Thus, in the decoding process, by setting appropriate thresh-
old value, the complexity of the logarithmic BP algo-
rithm can be greatly reduced at the expense of slight error
performance.

VI. CONCLUSION
In consideration of the existing relay channel signal trans-
mission problem and the advantage of polar codes related
channel polarization, a polar coded cooperative transmission
scheme employing the SDF relay protocol is proposed in this
paper. A concrete scheme model and mathematical deriva-
tion are given combining with the classical three-node relay
system. The proposed BP algorithm has better BLER perfor-
mance than the commonly used SC and SCL algorithms. The
impacts of polar code length, rate, and other factors on the
performance of the proposed coded cooperative scheme are
mainly studied, and they are compared with those of current
LDPC coded cooperation schemes under same conditions.
The results show that the proposed scheme can achieve a
large coding gain at high SNR. Compared with the LDPC
coded cooperative scheme under the SDF protocol, the pro-
posed scheme has better BER performance. Under same sim-
ulation conditions in the AWGN, the proposed scheme can
increase the coding gain over 2 dB. In addition, the complex-
ity performance of the algorithm is improved. On the basis
of the traditional logarithmic BP algorithm, the appropriate
decision threshold expression and the information detection
factor are configured. At the expense of a certain amount of
performance cost, it greatly reduces the complexity of the
cooperative system.
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