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ABSTRACT A variable step-size echo cancellation algorithm in the frequency domain based on soft-decision
and status information of the filter is established for enhancing tracking capability. The first-order Markov
model is initially used to represent the time-variant acoustic path. In the meantime, the step size of the
filter is replaced by the Kalman gain. Afterward, the magnitude squared coherence function of the reference
signal and error signal are calculated as the filter status. The status of the filter is then mapped to a soft-
decision value and is used to weigh the channel transmission parameter. Finally, the acoustic path is tracked
by the weighted channel transmission parameter, which facilitates the reconvergence of the adaptive filter.
The theoretical and experimental analysis is demonstrated on the validity of the algorithm. Compared to
similar algorithms, the proposed algorithm has less misalignment but can also converge faster during abrupt
echo-path changes. Compared to the state-space frequency domain adaptive filters (SS-FDAF) algorithm,
the convergence time is 44% shorter. In addition, the amount of misalignment decreases by 8 dB. Moreover,

the filter update time only increases by 15.38%.

INDEX TERMS Echo cancellation, state-space FDAF, echo-path changes, tracking capability.

I. INTRODUCTION

Acoustic echo is an inevitable problem for duplex intelli-
gence speech interaction terminals. Using an adaptive fil-
ter is considered to be a regular method to estimate the
acoustic path of loudspeaker-enclosure-microphones (LEM).
Such algorithms in the time domain include normalized least
mean square (NLMS [1]), affinity propagation (AP [2]) and
recursive least squares (RLS [3]). However, the convergence
speed of these algorithms is usually inefficient in the case of
long echo paths. As such, NLMS in the frequency domain
is more conventional among those algorithms when designed
for limited resource speech terminal devices. The step-size
is a critical parameter for the echo cancellation algorithm
to control the adaptation of the filter. A large number of
variable step-size solutions [4], [5] is proposed to solve
the contradiction [6], [7] between the convergence rate and
the misalignment of the fixed step-size frequency domain
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adaptive filters (FDAF) algorithm. These solutions mainly
concentrate on how the filter can adaptively update its step
size according to its convergence. The larger updated step is
used to achieve fast convergence during the transient state
of the filter, whereas a smaller step is used to achieve low
misalignment.

There have been two types of variable step size strategies
proposed in the last decade. One is based on the error sig-
nal [8]-[13]. In [8], [13], the step size is mapped to weighted
factors by a nonlinear function. Hence, it can vary with
error signal. Obvious improvements can be seen in both con-
vergence rate and misalignment via this method. However,
improvement in the recovery performance of the system is
negligible. Moreover, this type of algorithm is modified by
the combination of a priori error and a posteriori error. In [9],
the step size changes with the self-correlation coefficient
ratio of the previous two types of error. At the initial con-
vergence stage, the convergence rate increases. Nevertheless,
for the input of a nonstationary signal, the convergence depth
is not ideal. To achieve further progress in the control of
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misalignment, a shrinkage denoising method is applied on the
evaluation of a priori error, which is based on a risk function
that combines a priori error with a posteriori error [10]-[12].
Overall, the tracking rate during reconvergence and robust-
ness during double talk are not as good as expected, although
this type of method can further decrease misalignment, while
efficiently maintaining the convergence rate.

The other method is based on the state-space of the
acoustic path. It mainly focuses on approximating a vari-
able acoustic path via a first-order Markov model. Mean-
while, it applies classic filtering theory to update the adaptive
filter coefficient [14]. In [15], [16], the frequency domain
Kalman filter is separated and fitted into the FDAF model,
of which the step size is replaced by Kalman gain. This
method achieves an excellent balance among convergence
rate, misalignment and robustness during double talk. This is
a DTD (double talk detection) free [17] robust algorithm that
aims to minimize misalignment. The filter keeps updating at
an approximately optimal step size. However, it can freeze
when double talk occurs. Additionally, [18], [19] proposed a
low-energy consumption method. It does not have a redun-
dant parameter configuration, but the confliction between
tracking ability of path variance and misalignment is non-
negligible. The state-space model has a property in which
the system’s misalignment decreases as a greater transmis-
sion parameter is selected. However, the tracking ability of
the filter deteriorates when an abrupt path change occurs;
a deadlock could even occur in the filter. Only by setting the
channel transmission parameter to a relatively small value
can the system efficiently track the abrupt echo-path, but
in sacrifice of misalignment. To solve this problem, a fixed
step size shadow filter was presented in [5], [20]-[23]. This
method can reset the filter via an echo-path change detector.
The strategy can achieve excellent balance between tracking
ability and misalignment but requires an increase in calcula-
tion and storage resources.

An improved state-space FDAF algorithm (BFS-SS-
FDAF) is proposed based on the filter status information
and soft decision. Under the circumstance of adding lim-
ited calculations, the algorithm can be maintained at low
misalignment and guarantee fast convergence. It also has
improved tracking ability during abrupt changes in acoustic
echo. First, the structure of the state-space FDAF algorithm
is established. Meanwhile, Kalman gain is used for updat-
ing the step size of the filter, which facilitates the filter to
reach the optimal step size through iteration. Next, a filter
status decision factor is proposed to detect abrupt changes
in the echo-path. Meanwhile, nonlinear soft-decision func-
tions and a correlation function are used to integrate the
status information into a path modeling parameter. Then,
the steady state of reconvergence is analyzed again. Addi-
tionally, the defects of the SS-FDAF and the effective-
ness of the proposed algorithms are theoretically explained.
Then, experiments are designed to compare and verify the

61354

v(k) o d(k) © e(k)  Tofar-end
™ N
; MIC _Ty(k) T
/
w0 LG i i
\
T x(k) From far-end

\
DAC <

FIGURE 1. Basic echo canceller model.

difference in performance between the proposed and the
original algorithms. Compared to references [5], [20], [21],
the status information of the filter is integrated into the pro-
cess of path modeling via soft decision, rather than adding
another shadow filter. Hence, processing time consumption
is only increased by 15.38%.

Il. STATE-SPACE FDAF

Fig. 1 shows the single-microphone and single-speaker
echo canceller model. The microphone input signal d(n) is
represented as:

d(n) = xT (myw(n) + v(n) (1

Here, x(n) is the reference signal; x(n) = [x(n), ..., x(n —
L + D]T. L is the signal length; and v(n) is the near end
signal, which contains background noise and near end speech.
w(n) and x(n) have finite lengths L due to limited calculation
resources. w(n) = [wo(n), ..., wr—1(n)]T can be viewed as a
first order Markov model [16], which is expressed as:

Wk + 1) = TaW(k) + AW(k) 2)

Here, W(k) = [Wo(k), ..., War—1(0)]" = Fw', 015.]
and F represents Fourier matrices. T4 represents the path
transmission parameter and AW(k) is the process noise with
a mean value of 0.

The error signal can be written as:

E(k) = D(k) — GX (k)W(k) 3)

Here, G is a constraint factor that guarantees the consisten-
cies of the time and frequency domains.

_ Ip O —1
G_F[O O}F @)

The universal filter updating equation is
Wik + 1) = W) + o)X ()E(k) ®)

where (k) is the update step size, and the value in a typical
FDAF model is:

pk) = a¥yyk) 0<a <1 (©6)
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where « is a fixed step size and Wyy(k) represents the
energy spectrum density of far end reference signal. It can be
written as:

Wxx (k) = AWxx(k — 1) + (1 = DXERX &) (D)

where A is a forgetting factorand 0 < A < 1.
Transferring Kalman gain into step size p(k) [15], [16]

Pk — DX (k)
X(k)P(k — DXH (k) +2¥,,
TPk — 1)
X(k)P(k — DXH (k) + 2w,

K(k) = ®

k) = 9
where P(k) is the variance of error, which can be
expressed as:

1
Pk +1)=T[1— SKOXEIPK) + Wank)  (10)

where P(k) represents the variance of the state estimate
error. Here, WA A (k) is estimated using the method described
in [15]:

Waa(k) = (1 — THE[[W(K)*] (11)

Ill. IMPROVED ALGORITHM BASED ON FILTER STATUS
INFORMATION STATE-SPACE FDAF (BFS-SS-FDAF)

A. TRANSMISSION PARAMETER CALCULATION

The connection between filter status information and an
abrupt change in the echo-path is the major focus of this arti-
cle. The relationships among abrupt changes in the echo-path
and the correlation function y,.(k) of the error signal E(k)
with the reference signal X(k) are theoretically analyzed.
Then, the correlation function yy.(k) is integrated into the
acoustic path modeling. This strategy solves the filter dead
lock issue in SS-FDAF that occurs when there is an abrupt
change in the acoustic path.

First, the error signal contains the correct residual echo of
liner part &(k), nonlinear part ¢(k) and near end signal v(k).
Generally, it is caused by abrupt changes in the echo-path and
the nonlinearity of LEM.

e(k) = &§(k) + e(k) + v(k) (12)
(k) = y(k) — 3, (k) (13)
where y(k) is echo in microphone signal and y,(k) is the
correctly estimated echo. Both nonlinear estimation error (k)

and near end signal v(k) are uncorrelated with the reference
signal v(k) and linear residual echo & (k). Hence:

ISel? = SirSee (14)

where Sy, represents the cross-power spectrum density of x
and y. When x = y, it is seen as autopower spectral density.
The calculation of frequency uses the exponential smoothing
method:

Sxiye = aSxy + (1 — )XK)Y* (k) 15)
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FIGURE 2. Error signal and decision factor when abrupt path change
occurs.

where « is the smoothing factor. The correlation measure-
ment factors of the reference and error signals are denoted by
Ve (k):

Sye - S;fke

k) = 16
Vre(k) See - Soe (16)
Combining (16) with (14) yields
S 1
Yeth) = 25 =1 = ——— (17)
ee l + SESiESVV

As the echo path changes, S;; rapidly increases while
Yxe(k) drops sharply. Afterward, if the filter can be con-
verged normally, then S, decreases gradually. Meanwhile,
See increases gradually. Thus, yy.(k) increases gradually.
If the filter cannot converge appropriately, S;. continuously
increases and yy.(k) continuously decreases when deviating
from Wiener solution. Hence, filter status information can
be achieved from yy,(k) during abrupt changes in the echo
path. If the frequency spectrum distribution of speech and low
frequency noise are considered at the same time, the mean
of yr(k) in the specific frequency band is regarded as the
decision factor:

I

¢ = ﬁZyxe(ﬁo (18)
i=0

where f; = fi + i(fu — fo)/I, [fr, fu] is the decision band

range. Fig. 2 illustrates the performance of the error signals

e(n) and ¢ during abrupt path variance (EPV). The simulation

result is consistent with (17).

The reconvergence performance is correlated to T
in (11) [20]. Therefore, the Sigmoid and nonlinear cut off
functions are used to transfer the filter status factor ¢ into
the soft-decision factor SD. The range is constrained within

[Tin, 0.
1
SD = max{27 - (m —0.5), Trmin} (19)

After the completion of initial convergence (ICflag = 1),
the soft decision value SD is used for amending 7;, where i is
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FIGURE 3. BFS-SS-FDAF algorithm diagram.

the frequency domain block number. In case of the effect of
double talk, the soft decision value only weighs T; when ps54
is greater than the threshold value.

T;-SD;, ICflag = 1&p5q > 7

Ti’ = (20)
T;, ICflag =0
Here, the equation to evaluate P5d is:
N
» yd
sq(k) = 21
Pl = 1)

By substituting (9) and (20) into (5), the BFS-SS-FDAF
filter update equation is (22). A diagram is shown in Fig. 3.
Wk + 1)

A T -SD-Ptk—1)
Wi(k
W)+ X(kP(k — DX (k) + 2w,
ICflag = 1&p5q > 7
W + LRl
X(k)P(k — DXH (k) + 2,
ICflag = 0

XA (k)E(k),

X (k)E(k),

(22)

B. RECONVERGENCE ABILITY ANALYSIS
By substituting (11) and (20) into (10) and writing a steady-
state solution:
1 Pi(c0)
ZW) i(00)
l

+( = THEIWBPT  (23)
where k; = E{2|V;(k)|*}/E{2|X;(k)|*}. (23) can be rear-
ranged into a second order equation, then solved as follows:

Pi(00) = T/*(1 —

1-T17 1 1 2 1
A==+ [+ 5+—52) (24

B
i(00) = 2 T/2 5; 81- 1 T[/Z 8
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where §; = E[|W(k)|2]/K,'. Substituting (24) into (9) gives
steady-state step size:

woo) = ————— = 1 (25)
8iPi(c0)

To further understand the relationship between steady-state
error P;(00) and T?, the derivative of 7/ is taken:

L st i+

dPi(c0) 2T} L = T/z »

o, (2-TP) 8 [T+ 82+ 2,52

1- T’2

(26)
From (26), misalignment ;’i(oo) decreases when Tl./
increases. Combining this with (24), as 7] — 1, f’i(oo) — 0.
According to (25), u(oo) — 0. At this point, the filter is dead
locked. When countering the abrupt path change, the perfor-
mance of path tracking deteriorates. This is the reason why
the filter is dead locked while abrupt path variance occurs in
SS-FDAF.

However, in the proposed algorithm, the amended 7} can
be adaptively adjustable. As the path suddenly changes,
the soft decision factor can effectively amend 7. Taking the
derivative of ¢; as follows,

oT! 2B,
0 (1+eFay
From (27), ¢; decreases before it increases. It follows the

path transmission parameter 7/, which initially falls and then
rises. Combining (26) with (27) the relationship between the

>0 Q7

steady-state solution ;’i(oo) and filter status factor ¢; can be
analyzed:

dPi(00) _ 3Pi(00) OT]

oL AT ag

<0 (28)

As described in (28), during the abrupt change in path,
i’i(oo) increases as {; decreases. Meanwhile, the step size
increases rapidly as IBi(oo) increases according to (25), and
the filter can rapidly converge to avoid dead lock. Then, its
step size diminishes until reaching the steady state. Finally,
(o) — 0, ﬁi(oo) — 0, and the misalignment maintains
a relatively low level. Hence, theoretical analysis proves that
the proposed algorithm has excellent tracking ability during
abrupt changes at low levels of misalignment. This algorithm
efficiently solves the dead lock issue due to abrupt path
changes in SS-FDAF.

IV. RESULTS AND DISCUSSION

A. EXPERIMENTAL SETUP

In this section, the performance of the proposed method
is evaluated via computer simulations and hardware

tests in real-world scenarios. The proposed algorithm
(BFS-SS-FDAF) is compared with state-space-FDAF [20].
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FIGURE 5. Misalignments of SS-FDAF with different T, the proposed algorithm. The single-talk
scenario and the simulation path use the laboratory path.

The echo path is from the acoustic lab at Bar-llan Uni-
versity [24] and a series of data that were prerecorded in
a conference room (3m x 4m x 3m). Fig. 4 shows two
different room impulse responses, the impulse response of lab
(a) and that of conference (b) room. The echo tail length is
set to be 128 ms and the sample rate is 16 kHz. In addition,
the input signal uses Gaussian white noise. To simulate
the echo-path changes, at the middle of the experiment,
the echo-path coefficients are multiplied by —4 to model
an abrupt echo-path change. The values of parameter T in
state-space FDAF [20] (SS-FDAF) are set to be 0.99, 0.999,
0.9999, 0.99999 and 0.999999. For the proposed algorithm,
a = 093, 8 = 50, Tin = 099, n = 1 and T = 0.93.
Moreover, the soft decision band is restricted within f; =
200Hz and fg = 3400Hz. The main speech component of
a teleconference system is mostly focused on this frequency
band. Additionally, in DSP evaluation boards, the speaker’s
frequency response has great linearity within that frequency
band.

The performance indicator uses filter misalignment (Mis).
Less misalignment indicates that the estimated parameter of
the adaptive filter is closer to the real room impulse response.
It also means that a greater echo canceller performance

VOLUME 7, 2019

is achieved. The misalignment is calculated as:

Ih — w]|?
I

In the real test environment, the actual room impulse and
near end signal during double talk period cannot be captured.
Hence, a 20 s far-end test is performed first, followed by
another 20 s double talk test. In addition, echo cancellation
performance at the far end in the first 20 s can be evalu-
ated by two indices. One is MSE (mean square error). The
lower the MSE, the better the algorithm. The equation is
expressed as:

Mis = 10log,, 29)

MSE = ¢*(n) (30)

The other indicator is echo return loss enhancement
(ERLE), which is calculated by:

d*(n)

ERLE = 101
&2

&1y

where e(n) is error signal and d(n) is expected signal.
A greater value of ERLE means that greater echo canceller
performance is achieved.
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FIGURE 8. Misalignments of SS-FDAF with different 77, the proposed algorithm. The
double-talk scenario and the simulation path use the Conference room path.

B. SINGLE FAR-END AND DOUBLE-TALK
PERFORMANCE EVALUATION
Figs. 5 and 6 show the performance of the initial con-
vergence at a single far end and path variance, in lab
and conference rooms, respectively. The simulation results
indicate that misalignment decreases as the value of T
approaches 1. However, the tracking ability deteriorates
during abrupt path changes. A comparison of the pro-
posed algorithm BFS-SS-FDAF and SS-FDAF is shown
below:
Misalignment of initial convergence:
SS — FDAF(0.99) > SS — FDAF(0.999) > SS —
FDAF(0.9999) ~ SS — FDAF(0.99999) ~ SS —
FDAF(0.999999) ~ BFS — SS — FDAF

61358

Convergence rate during abrupt path change:

SS — FDAF(0.99) > BFS —SS —FDAF > S§S —
FDAF(0.999999) > SS — FDAF(0.99999) > SS —
FDAF(0.9999) > SS — FDAF(0.999)

Misalignment of reconvergence:

SS — FDAF(0.999999) > SS — FDAF(0.99999) >
SS — FDAF(0.9999) ~ SS — FDAF(0.99) > SS —
FDAF(0.999) > BFS — SS — FDAF

The simulation result is consistent with the theoreti-
cal results in Section 2.2. BFS-SS-FDAF efficiently tracks
path variance during abrupt changes. In the meantime,
it maintains low misalignment. Specifically, compared to
SS-FDAF (0.9999), the tracking speed is shortened by 44.4%
and misalignment decreases by 8 dB.
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Figs. 7 and 8 represent misalignments with double talk,
of SS-FDAF with different 77, of the proposed algorithm
in the lab and conference rooms, respectively. Double talk
is inserted after initial convergence. The simulation verifies
that SS-FDAF is a DTD-free solution. During double talk, the
proposed solution has a 5 dB improvement in misalignment.
However, the convergence rate becomes slightly slower after
double talk.

C. COMPARISON OF DIFFERENT ECHO TAIL LENGTHS
Echo paths with different tail lengths (64 ms, 128 ms, 256 ms)
are obtained from the echo-path data sets. The test results are
shown in Fig. 9. TT is 0.9999. According to Fig. 9:

Misalignment of initial convergence:

SS — FDAF (256ms) ~ BFS — SS — FDAF(256ms) >
SS — FDAF (128ms) ~ BFS — SS — FDAF(128ms) >
SS — FDAF (64ms) ~ BFS — SS — FDAF(64ms)
Misalignment of reconvergence: SS — FDAF (64ms) >
SS — FDAF(256ms) > SS — FDAF(128ms) >
BFS — SS — FDAF(256ms) ~ BFS — SS — FDAF
(64ms) > BFS — SS — FDAF(128ms)

According to the experiment above, the proposed algorithm
has a better convergence depth with three different echo tail
lengths (64 ms, 128 ms, 256 ms) than SS-FDAF. In addition,
when the sample rate is 16 k and block size is 2048, the algo-
rithm is optimal for a 128 ms acoustic path. This is because
when the sample rate is 16 k, a block size of 2048 matches
the path length of 128 ms. Misalignment decreases as the echo
tail length becomes longer than filter modeling length. There-
fore, in a practical application, the filter block size should be
suitably selected according to the real echo tail length.

D. PERFORMANCE TEST IN REAL SCENE

The proposed algorithm is applied on TI-DSP evalua-
tion boards equipped with a single microphone and single
speaker, as shown in Fig. 10. The connection of the algo-
rithm and transparent transmission modules is demonstrated
in Fig. 11 which also displays different types of gain in the
system. The AEC input (Aecln) and output (AecOut) signals
are synthesized to a two-channel stereo by USB audio, which
can be uploaded to a PC. This setup facilitates the further
evaluation of algorithm performance. The transmit channel
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FIGURE 10. Audio conference hardware system.

gain is set to O dB. The reception channel gain is set to
—3 dB in case the speaker enters the nonlinear region. The
total testing time is 40 s. The first 20 s re for a single far end
test during initial convergence, and the remaining 20 s are for
double talk. The far end continues playing a female voice,
and near the end, plays a male voice, in order to subjectively
evaluate the quality of double talk.

Figs. 12 and 13 show two indices that are single far-end
MSE and ERLE. According to these two indices, MSE is
lower than in the original FDAF method, and ELER is also
higher than in the original value, by an average of 3 dB. These
two indices indicate that the proposed algorithm has a bet-
ter convergence depth. The convergence depth is enhanced,
especially in the first 4 s. Additionally, the residual echo is
obviously weaker. For further comparison, the micro input
signal (Micln) and time domain waveform and spectrum are
plotted.

Fig. 14 is a complete time domain waveform and
Fig. 15 shows the associated spectrogram. Comparing the
time domain waveform and spectrum in the first 4 s (the initial
stage of convergence), residual echo is clearly less than that
associated with the original algorithm. Furthermore, during
the double talk stage in the next 20 s, the remaining audible
echo of the proposed algorithm is obviously less than that
of FDAF. This indicates that the filter can be frozen at the
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beginning of double talk. For the original algorithm, echo
continuously exists because the filter is not frozen in time.

E. TIME CONSUMPTION EVALUATION

The real-time performance and low power dissipation are
key factors of voice terminal devices such as conference
phones, intelligent sound and hearing aids. Hence, in this
section, the number of real multiplication operations of the
proposed algorithm (BFS-SS-FDAF), FDAF, SS-FDAF and
that of Yang [20] with a shadow filter (state-space double
frequency domain adaptive filters, SS-DFDAF) are compared
in Tab. 1. The number of real multiplication operations of
the four algorithms are expressed by FFT length and filter
length. For FDAF, FFT length usually doubles the filter length
(N1 = 2M). For SS-DFDAF, the master filter length is M,

61360

12 Mic Gain=0dB To far-end
usB Aecln
audio -
driver lnecout
Mono F f d
Input : l«— From far-en
’ Speaker Gain=-3dB
0.2
[
el
2
5 0
3
<
-0.2
10 20 30 40
time(s)
(a) Micin
0.2
[0}
el
2
5 0
£
<
0.2
10 20 30 40
time(s)
(b) FDAF e(n)
0.2
(0]
°
2
3 0
£
<
0.2 . r . r
10 20 30 40

time(s)
(c) BFS-SS-FDAF e(n)

FIGURE 14. FDAF and BF-SS-FDAF output waveforms.

8000 —————— c e

6000 e ]
4000
2000

LR
13 SR R
L'.!i?ii\ukr O T W iRl
15 20 25 30 35 40
Time

Frequency

f

8000
6000
4000
2000

Frequency

LI L 3 I R ros
o
5 | 10 15 20
Initial medium-high
convergence frequency band Time

20
Time
(c) BFS-SS-FDAF e(n)

FIGURE 15. FDAF and BFS-SSFDAF output spectra.

and the slave filter length is M /2. Hence, the number of
FFT points becomes N = M. Moreover, Fig. 16 shows
the average time used to update once the filter is applied
for each algorithm. Block lengths are 512, 1024 and 2048,
respectively. The SS-FDADF master filter uses a block length
of 2048, whereas the slave filter uses a 1024 block size.
The simulation is conducted using MATLAB2014b, with
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TABLE 1. Real multiplication of different methods.

METHOD FFT LENGTH FILTER LENGTH
FIXFDAF | 5N log, N, +8N, 10M log, M +26M
$S-FDAF | 5N, log, N, +8N, +12N, 10M log, M +50M
SS-DFDAF ‘ 5N, log, N, +8N, +12N, +5N, log, N, +8N, 15M log, M +58M
BFS-SS-FDAF ‘ 5N, log, N, +8N, +12N, +12N, 10M log, M +74M
25 Research regarding the stereo state-space FDAF will be
conducted in the future.
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V. CONCLUSION

To solve the contradiction between the misalignment and
tracking ability of the state-space FDAF, an improved state-
space FDAF method is proposed. This method is based on
filter status and soft decision technology. The proposed algo-
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