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ABSTRACT An interval-valued picture fuzzy set (IVPFS) is one of the generalizations of an interval-valued
fuzzy set to handle the uncertainties in the data during analysis. The aim of this paper is to introduce and
study new operations of IVPFS, along with its properties, and examples. In addition, we present the notion
of the interval-valued picture fuzzy soft set theory and investigated their properties. Several operations on
such as subset, equal, complement, inf product, sup product, union, and intersection are defined over the
interval-valued picture fuzzy soft set and discussed their basic properties. Furthermore, we construct an
algorithm using an interval-valued picture fuzzy soft set to solve the decision-making problems and illustrate
its applicability through a numerical example. From the study, we conclude that the proposed approach is
viable in order to handle the uncertainties during the decision-making problems.

INDEX TERMS Picture fuzzy set, interval-valued picture fuzzy set, interval-valued picture fuzzy soft set,
decision-making; soft set.

I. INTRODUCTION
Many complicated problems such as economics, engineering,
management science, medical science involve uncertain data.
These problems, which one comes face to face in our day-
to-day life, cannot be solved using classical mathematical
methods due to a large number of uncertainties exists. To cope
such uncertainties, a theory of fuzzy set (FS) [1] came into
existence in which a membership degree (MD) is assigned to
each element. An intuitionistic fuzzy set (IFS) [2] is an exten-
sion of FS by adding non-membership degree (NMD) into the
analysis such that sum of MD and NMD is not greater than
one. Apart from these, a new theory to deal with uncertainties
is proposed by Molodtsov [3] and named as a soft set (SS).
Since its appearance, several researchers are working on
it and developed several operations and method to enrich
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the environment to handle the uncertainties. For example,
Maji et al. [4] defined some operations on soft sets. Further,
Maji et al. [5] presented an application of the soft set in
the decision-making problems. A survey on parametric soft
sets is presented by Zhan and Alcantud [6]. Maji et al. [7]
extended SS theory by joining it with existing FS approach
and developed the idea of fuzzy soft set (FSS). However, apart
from them, some extension models of SSs are rapidly devel-
oped such as interval-valued fuzzy soft sets [8], generalized
interval-valued fuzzy soft sets [9], interval-valued intuition-
istic fuzzy soft sets [10], [11], interval-valued hesitant fuzzy
soft sets [12], [13], dual hesitant fuzzy soft set [14], [15],
trapezoidal interval type-2 fuzzy soft sets [16], [17], time-
neutrosophic soft sets [18]. Furthermore, Maji et al. [19]
defined the intuitionistic fuzzy soft sets, followed by studies
on picture fuzzy soft set [20], and generalized intuitionistic
fuzzy soft sets [21]–[23]. Peng and Garg [24] proposed
three algorithms to solve interval-valued fuzzy soft decision
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making problem by weighted distance based approximation,
combinative distance-based assessment and similarity
measure. Peng and Yang [25] proposed algorithms for
interval-valued fuzzy soft sets in stochastic multi-criteria
decision-making based on regret theory and prospect theory.
Zhu and Zhan [26] proposed the concept of fuzzy param-
eterized fuzzy soft sets, along with decision making.
Zhao et al. [27] presented a novel decision making approach
based on intuitionistic fuzzy soft sets. Das [28] introduced the
notion of weighted fuzzy soft multiset and decision-making.
Garg and Arora [29] presented an approach to solve the
decision making problems by formulating a nonlinear pro-
grammingmodel with interval-valued intuitionistic fuzzy soft
set information. Deli [30] introduced the notion of interval-
valued neutrosophic soft sets and applications to the decision
making process. Garg and Arora [31] presented the t-norm
operations based Maclaurin Symmetric mean aggregation
operators for solving the decision making problems under the
dual hesitant fuzzy soft set environment.

From the above studies, it has been observed that all the
above- defined decision-making and operations are under the
IFS or soft set theories. Although, these theories have been
successfully applied in different areas, but there are situations
in real life which cannot be represented by IFSs. In other
words, we can say that neither the FS nor IFS theory is able to
handle the real-life condition more accurately. For instance,
in the case of voting, human opinions involvingmore answers
of the types: ‘‘yes’’, ‘‘abstain’’, ‘‘no’’, ‘‘refusal’’, which can’t
be accurately represented in IFSs. Also, if an expert takes an
opinion from a certain person about the certain object, then
a person may say that 0.3 is the possibility that ‘‘statement
is true’’, 0.4 says that the ‘‘statement is false’’ and 0.2 says
that ‘‘he or she is not sure’’ of it. This issue is also not
handled by the FSs or IFSs. Thus, for handling this situation,
Cuong [32], [33] proposed a new notion named picture fuzzy
sets (PFSs), which is an extension of FS and IFSs. PFSs
consist of three MDs of an element named as the positive
membership degree, the neutral membership degree, and the
negative membership degree, respectively such that their sum
is not greater than unity. In the literature, researchers are
working on the PFSs and successfully developed several
algorithm to solve different problems such as clustering [34],
fuzzy inference [35], and decision-making [36]–[39]. To the
best of authors knowledge, a very less work is being done on
the interval-valued picture fuzzy set (IVPFS), so the present
study define the operations on the IVPFS and later on extend
it to soft set environment.

Keeping in view of the PFS advantages, this paper presents
a study on the interval-valued PFSs (IVPFS) and present
some new operations on interval-valued PFSs. Also, a new
concept of interval-valued picture fuzzy soft sets which com-
bines the advantages of the soft sets with the IVPFS. The var-
ious desirable relations and properties of the presented set are
investigated in details. The present sets are the generalization
of the several existing sets such as soft sets, fuzzy soft sets,
interval-valued fuzzy soft sets, intuitionistic fuzzy soft sets,

FIGURE 1. The relationship among interval-valued picture fuzzy soft set
and other soft sets.

and interval-valued intuitionistic fuzzy soft sets. Based on
interval-valued picture fuzzy soft setsmatrix, an algorithm for
solving the decision-making problem is presented and explain
with the help of a numerical example. The relationship among
interval-valued picture fuzzy soft set and other soft sets is
shown in Figure 1 (which an interval-valued picture fuzzy soft
set is a generalization other each the soft sets).

The rest of this paper is organized as follows. In Section II,
the basic concepts for a PFS, an interval-valued PFS, new
operations of interval-valued PFSs, a soft set, a fuzzy soft
set and a picture fuzzy soft set are presented. In Section III,
the concept of interval-valued picture fuzzy soft set, some
of its operations are defined, and some of its properties are
studied. An algorithm is constructed and an application of
interval-valued picture fuzzy soft set in the decision-making
problem is shown in Section IV. Some applications of the
proposed operations are described in Section V. Finally, con-
clusions are given in Section VI.

II. PRELIMINARIES
A. PICTURE FUZZY SETS
Definition 1 (cf. [32], [33]): Let I be the subset of R3

(with point-wise order≤≤≤ induced by the ordinary linear order
≤ on R, the set of all real numbers) consisting of all element
a = (a1, a2, a3) ∈ [0, 1]3 satisfying a1+a2+a3 ≤ 1. Then a
mapping1 8 : X −→ I is also called a picture fuzzy set (PFS
for short) on X . The set of all PFSs on X is denoted by IX .
Definition 2 (cf. [32], [33]): Let I1 = {([a1, b1], [a2, b2],

[a3, b3]) | a = (a1, a2, a3) ∈ I, b = (b1, b2, b3) ∈ I}2
with an order ≤≤≤ defined by (a, b)≤≤≤(c, d) ⇐⇒ [a1, b1] ⊇
[c1, d1], [a2, b2] ⊇ [c2, d2], and [a3, b3] ⊇ [c3, d3] (c =

1Sometimes it is also written as 8 =
{ ax
x
∣∣ x ∈ X} or 8 ={ (

a1,x ,a2,x ,a3,x
)

x

∣∣∣∣ x ∈ X} , where a1,x is called the degree of positive

membership of x in 8, a2,x the degree of neutral membership of x in 8,
and a3,x the degree of negative membership of x in 8.

2It can also be written as I1 = {(a, b) | a = (a1, a2, a3) ∈ I, b =
(b1, b2, b3) ∈ I, ak ≤ bk (k = 1, 2, 3)}, where [a, b] denotes the ordinary
closed interval of R, called interval number. The sum of two interval numbers
[a, b] and [c, d] is defined as [a, b]⊕ [c, d] = [a+ c, b+ d].
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(c1, c2, c3), d = (d1, d2, d3)). Then a mapping3 8 : X −→
I1 is also called an interval-valued picture fuzzy set (shortly,
IVPFS) on X . The set of all IVPFSs on X is denoted by I1X .
Example 3: Suppose that X = {x, y, z} be a set of three

universes of discourse, where x represent characterizes of the
quality, y indicates the prices of the objects, and z indicates
the different of the usages. It may be further assumed that the
values of x, y, z are in I and they are obtained from a expert
person. This situation can be characterized by the following
IVPFS 8 ∈ I1X :

8 =



([0.2, 0.3], [0.1, 0.4], [0.1, 0.3])
x

,

([0.1, 0.4], [0.3, 0.3], [0.2, 0.2])
y

,

([0.2, 0.3], [0.1, 0.5], [0.1, 0.2])
z


Remark 4: The followings can be looked to be some spe-

cial cases of the above definition 2.

(1) If k = 1, then8 =
{ (

[a1,x ,b1,x ]
)

x

∣∣∣∣ x ∈ X} is called an

interval-valued fuzzy set (0 ≤ a1,x ≤ b1,x ≤ 1) where
a1,x ∈ [0, 1] is the lower degree of membership of x in
8, and b1,x ∈ [0, 1] is the upper degree of membership
of x in 8 (cf. [40]).

(2) If k = 1, 2, then8 =
{ (

[a1,x ,b1,x ],[a2,x ,b2,x ]
)

x

∣∣∣∣ x ∈ X}
is called an interval-valued intuitionistic fuzzy set
(b1,x + b2,x ≤ 1) where [a1,x , b1,x] ⊆ [0, 1] is the
degree of membership of x in 8, and [a2,x , b2,x] ⊆
[0, 1] is the degree of non membership of x in 8
(cf. [41]).

(3) If k = 1, 2, 3, then

8=

{ (
[a1,x , b1,x], [a2,x , b2,x], [a3,x , b3,x]

)
x

∣∣∣∣∣ x ∈ X
}

is called an interval neutrosophic set (b1,x + b2,x +
b3,x ≤ 3), where [a1,x , b1,x] ⊆ [0, 1] is the degree
of truth membership of x in 8, [a2,x , b2,x] ⊆ [0, 1] is
the degree of indeterminacy membership of x in8, and
[a3,x , b3,x] ⊆ [0, 1] is the degree of falsity membership
of x in 8 (cf. [42]).

Definition 5 (cf. [32], [33]): Let 8(s)
=

{
[a(s)x ,b

(s)
x ]

x | x∈X
}

=

{(
[a(s)1,x ,b

(s)
1,x ], [a

(s)
2,x ,b

(s)
2,x ], [a

(s)
3,x ,b

(s)
3,x ]
)

x | x ∈ X
}
∈ I1X (s ∈ S).

Then some lattice theory-like notions (such as inclusion,
equal, union and intersection) are defined as follows:

(1) 8(s)
⊆ 8(t) iff

(
a(s)x , b

(s)
x

)
≤≤≤

(
c(t)x , d

(t)
x

)
(∀x ∈ X ),

equivalently,
[
a(s)1,x , b

(s)
1,x

]
⊇

[
c(t)1,x , d

(t)
1,x

]
,
[
a(s)2,x , b

(s)
2,x

]
⊇

3Sometimes it is also written as 8 =

{
(ax ,bx )

x

∣∣∣ x ∈ X} or 8 ={ (
[a1,x ,b1,x ],[a2,x ,b2,x ],[a3,x ,b3,x ]

)
x

∣∣∣∣ x ∈ X}, where [a1,x , b1,x ] is called

the degree of positivemembership of x in8, [a2,x , b2,x ] the degree of neutral
membership of x in 8, and [a3,x , b3,x ] the degree of negative membership
of x in 8.

[
c(t)2,x , d

(t)
2,x

]
, and

[
a(s)3,x , b

(s)
3,x

]
⊇

[
c(t)3,x , d

(t)
3,x

]
for each

x ∈ X .
(2) 8(s)

= 8(t) iff 8(s)
⊆ 9(t) and 8(s)

⊇ 9(s).

(3)
⋃
s∈S
8(s)
=




[
sup
s∈S

a(s)1,x , sup
s∈S

b(s)1,x

]
,

[
inf
s∈S

a(s)2,x , infs∈S
b(s)2,x

]
,[

inf
s∈S

a(s)3,x , infs∈S
b(s)3,x

]


x

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x ∈ X



(4)
⋂
s∈S
8(s)
=




[
inf
s∈S

a(s)1,x , infs∈S
b(s)1,x

]
,

[
inf
s∈S

a(s)2,x , infs∈S
b(s)2,x

]
,[

sup
s∈S

a(s)3,x , sup
s∈S

b(s)3,x

]


x

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x ∈ X


.

Theorem 6 (cf. [32], [33]): Let 8(s)
=

{
[a(s)x ,b

(s)
x ]

x | x∈X (s)
}

=

{(
[a(s)1,x ,b

(s)
1,x ], [a

(s)
2,x ,b

(s)
2,x ], [a

(s)
3,x ,b

(s)
3,x ]
)

x | x ∈ X (s)
}
∈ I1X (s)

(s ∈ S). Then 8̇ (called 1-product and written as also 8̇ =
8(1)
×1 8

(2) if S = {1, 2}), 8̂ (called 2-product and written
as also 8̂ = 8(1)

×2 8
(2) if S = {1, 2}), and 8̌ (called

3-product and written as also 8̌ = 8(1)
×38

(2) if S = {1, 2})
belong to I1X , where

8̇ = 1
∏
s∈S
8(s)
=




[∏
s∈S

a(s)1,x ,
∏
s∈S

b(s)1,x

]
,

[∏
s∈S

a(s)2,x ,
∏
s∈S

b(s)2,x

]
,[∏

s∈S

a(s)3,x ,
∏
s∈S

b(s)3,x

]


x

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

x ∈ X


(|S| ≤ ℵ0)

and 8̂ = 2
∏

s∈S 8
(s)
=




[
inf
s∈S

a(s)1,x , infs∈S
b(s)1,x

]
,

[
inf
s∈S

a(s)2,x , infs∈S
b(s)2,x

]
,[

sup
s∈S

a(s)3,x , sup
s∈S

b(s)3,x

]


x

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x ∈ X



8̌ = 3
∏

s∈S 8
(s)
=




[
sup
s∈S

a(s)1,x , sup
s∈S

b(s)1,x

]
,

[
inf
s∈S

a(s)2,x , infs∈S
b(s)2,x

]
,[

inf
s∈S

a(s)3,x , infs∈S
b(s)3,x

]


x

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x ∈ X


B. SOFT SETS, FUZZY SOFT SETS AND
PICTURE FUZZY SOFT SETS
Definition 7 (cf. [3]): An alternative name of a mapping4

8 : I −→ P(X ) (the set of all subsets of X ) is a soft set over
X (I ⊆ E,E is parameter set ).

4Sometimes it is also written as 8 = {8(i)}i∈I or 8 = {8i}i∈I .
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Example 8: Assume that a fund manager in a wealth man-
agement firm is assessing four potential investment opportu-
nities X = {x1, x2, x3, x4}. The firm mandates that the fund
manager has to evaluate the following four parameters of set
I = {i1, i2, i3, i4}. Each parameter is a word or a sentence,
where
i1 stands for the parameter ‘risk’,
i2 stands for the parameter ‘growth’,
i3 stands for the parameter ‘socio-political issues’,
i4 stands for the parameter ‘environmental impacts’.
Suppose that 8(i1) = {x1, x3}, 8(i2) = {x2, x3},

8(i3) = X ,8(i4) = {x2, x3}. Then, we can view the soft set
8 : I −→ P(X ) describing the ‘opportunities of the potential
investment’as below:

risk potential investment = {x1, x3}, growth potential
investment = {x2, x3}, socio-political issues potential invest-
ment = X , environmental impacts potential investment =
{x2, x3}.

See the following Table 1 for the tabular representation
of 8.

TABLE 1. The tabular representation of soft set (8, I).

Definition 9 (cf. [4]): An alternative name of a mapping
8 : I −→ [0, 1]X (the set of all fuzzy sets of X ) is a fuzzy
soft set over X (I ⊆ E).
Example 10: We can characterize the fuzzy information

by a membership instead of the crisp numbers 0 or 1. The
fuzzy soft set8 in Example 8 can then describe the ‘opportu-
nities of the potential investment’under the fuzzy information
as indicated below.

8(i1) =
{
0.4
x1
,
0.6
x2
,
0.5
x3
,
0.7
x4

}
,

8(i2) =
{
0.3
x1
,
0.5
x2
,
0.9
x3
,
0.1
x4

}
,

8(i3) =
{
0.1
x1
,
0.4
x2
,
0.7
x3
,
0.9
x4

}
,

8(i4) =
{
0.2
x1
,
0.3
x2
,
0.8
x3
,
0.7
x4

}
.

Definition 11 (cf. [20]): A mapping5 8 : I −→ IX is also
called a picture fuzzy soft set over X . The set of all picture
fuzzy soft sets on X , denoted by (IX )I or IXI .

5Sometimes it is also written as 8 =

{
ai,x
x

∣∣∣ x ∈ X}
i∈I

or 8 ={ (ai,1,x ,ai,2,x ,ai,3,x )
x

∣∣∣ x ∈ X}
i∈I

, where ai,1,x is the degree of positive
membership of x on parameter i in8, ai,2,x is the degree of neutral member-
ship of x on parameter i in8, and ai,1,x is the degree of negative membership
of x on parameter i in 8.

Example 12: The ‘opportunities of the potential invest-
ment’in Example 8 can be described by the a picture fuzzy
soft set defined by
8(i1) =

{
(0.2, 0.1, 0.4)

x1
,
(0.1, 0.4, 0.3)

x2
,
(0.2, 0.3, 0.5)

x3
,
(0.2, 0.3, 0.5)

x4

}
,

8(i2) =
{
(0.3, 0.4, 0)

x1
,
(0.1, 0.2, 0.3)

x2
,
(0.7, 0.2, 0.1)

x3
,
(0.8, 0.2, 0)

x4

}
,

8(i3) =
{
(0.5, 0.1, 0.1)

x1
,
(0.6, 0.2, 0.1)

x2
,
(0.3, 0.3, 0.4)

x3
,
(0.2, 0.1, 0.7)

x4

}
,

8(i4) =
{
(0, 0.1, 0.5)

x1
,
(0.5, 0.1, 0.2)

x2
,
(0.1, 0.3, 0.4)

x3
,
(0.2, 0.3, 0.5)

x4

}
.

III. NEW OPERATIONS OF IVPFSS
In the section, we introduce some new operations of IVPFSs
and investigate the basic properties. The usefulness of this
section appears in the next section.
Remark 13: For an IVPFS 8 =

{
[ax ,bx ]
x | x ∈ X

}
={(

[a1,x ,b1,x ], [a2,x ,b2,x], [a3,x ,b3,x ]
)

x | x ∈ X
}
∈ I1X , let

¬8 =

{(
[a3,x ,b3,x ],[a2,x ,b2,x ],[a1,x ,b1,x ]

)
x | x ∈ X

}
(1)

�8 =

{(
1
3 [1−b1,x ,1−a1,x ],

1
3 [1−b2,x ,1−a2,x ],

1
3 [1−b3,x ,1−a3,x ]

)
x | x ∈ X

}
(2)

Then 1 − b1,x ≤ 1 − a1,x , 1 − b2,x ≤ 1 − a2,x , 1 − b3,x ≤
1−a3,x , and 1

3 (1−a1,x)+
1
3 (1−a2,x)+

1
3 (1−a3,x) ≤ 1, which

means �8 ∈ I1X . Thus ¬ and � are operations on I1X .
Next, we investigate properties of � and ¬.
Proposition 14: Let 8 =

{
[ax ,bx ]
x | x ∈ X

}
=

{(
[a1,x ,b1,x ], [a2,x ,b2,x], [a3,x ,b3,x ]

)
x | x ∈ X

}
∈ I1X .

Then the followings hold:
(1) ¬� 8 = �¬8,
(2) ¬¬8 = 8.

Proof: (1) � ¬8 = �
{(

[a3,x ,b3,x ], [a2,x ,b2,x ], [a1,x ,b1,x ]
)

x

| x ∈ X
}

=

{(
1
3 [1−b3,x ,1−a3,x ],

1
3 [1−b2,x ,1−a2,x ],

1
3 [1−b1,x ,1−a1,x ]

)
x | x ∈ X

}
= ¬

{(
1
3 [1−b1,x ,1−a1,x ],

1
3 [1−b2,x ,1−a2,x ],

1
3 [1−b3,x ,1−a3,x ]

)
x | x ∈ X

}
= ¬�8.

(2) is clear.
Proposition 15: Let 8(s)

=

{
[a(s)x ,b

(s)
x ]

x | x ∈ X
}
={(

[a(s)1,x ,b
(s)
1,x ], [a

(s)
2,x ,b

(s)
2,x ], [a

(s)
3,x ,b

(s)
3,x ]
)

x | x ∈ X
}
∈ I1X (s ∈ S).

Then the followings hold:

(1) �
(⋃
s∈S
8(s)

)
=
⋂
s∈S

(�8(s)).

(2) �
(⋂
s∈S
8(s)

)
=
⋃
s∈S

(�8(s)).

(3) ¬
(⋃
s∈S
8(s)

)
=
⋂
s∈S

(¬8(s)).

(4) ¬
(⋂
s∈S
8(s)

)
=
⋃
s∈S

(¬8(s)).

VOLUME 7, 2019 51239



A. M. Khalil et al.: New Operations on IVPFS, Interval-Valued Picture FSS and Their Applications

Proof: (1) By Remark 13 and Definition 5, we have
(where pi is the i− th projection (i = 1, 2, 3))

p1

((⋂
s∈S

(
�8(s)))(x))

=
1
3

[
inf
s∈S

(
1− a(s)1,x

)
, inf
s∈S

(
1− b(s)1,x

)]
=

1
3

[
1−

(
sup
s∈S

a(s)1,x
)
, 1−

(
sup
s∈S

b(s)1,x
)]

= p1

((
�
(⋃
s∈S

8(s)
))

(x)

)
,

p2

((⋂
s∈S

(
�8(s)))(x))

=
1
3

[
inf
s∈S

(
1− a(s)2,x

)
, inf
s∈S

(
1− b(s)2,x

)]
=

1
3

[
1−

(
sup
s∈S

a(s)2,x
)
, 1−

(
sup
s∈S

b(s)2,x
)]

= p2

((
�
(⋃
s∈S

8(s)
))

(x)

)
,

p3

((⋂
s∈S

(
�8(s)))(x))

=
1
3

[
sup
s∈S

(
1− a(s)3,x

)
, sup
s∈S

(
1− b(s)3,x

)]
=

1
3

[
1−

(
inf
s∈S

a(s)3,x
)
, 1−

(
inf
s∈S

b(s)3,x
)]

= p3

((
�
(⋃
s∈S

8(s)
))

(x)

)
.

Thus �
(⋃
s∈S
8(s)

)
=
⋂
s∈S

(�8(s)).

(2) By Remark 13 and Definition 5, we have

p1

((⋃
s∈S

(
�8(s)))(x))

=
1
3

[
sup
s∈S

(
1− a(s)1,x

)
, sup
s∈S

(
1− b(s)1,x

)]
=

1
3

[
1−

(
inf
s∈S

a(s)1,x
)
, 1−

(
inf
s∈S

b(s)1,x
)]

= p1

((
�
(⋂
s∈S

8(s)
))

(x)

)
,

p2

((⋃
s∈S

(
�8(s)))(x))

=
1
3

[
inf
s∈S

(
1− a(s)2,x

)
, inf
s∈S

(
1− b(s)2,x

)]
=

1
3

[
1−

(
sup
s∈S

a(s)2,x
)
, 1−

(
sup
s∈S

b(s)2,x
)]

= p2

((
�
(⋂
s∈S

8(s)
))

(x)

)
,

p3

((⋃
s∈S

(
�8(s)))(x))

=
1
3

[
inf
s∈S

(
1− a(s)3,x

)
, inf
s∈S

(
1− b(s)3,x

)]
=

1
3

[
1−

(
sup
s∈S

a(s)3,x
)
, 1−

(
sup
s∈S

b(s)3,x
)]

= p3

((
�
(⋂
s∈S

8(s)
))

(x)

)
.

Thus �
(⋂
s∈S
8(s)

)
=
⋃
s∈S

(�8(s)).

(3) By Remark 13 and Definition 5, we have

p1

((⋂
s∈S

(
¬8(s)))(x)) = [ inf

s∈S
a(s)3,x , infs∈S

b(s)3,x

]

= p1

((
¬

(⋃
s∈S

8(s)
))

(x)

)
,

p2

((⋂
s∈S

(
¬8(s)))(x)) = [ inf

s∈S
a(s)2,x , infs∈S

b(s)2,x

]

= p2

((
¬

(⋃
s∈S

8(s)
))

(x)

)
,

p3

((⋂
s∈S

(
¬8(s)))(x)) = [ sup

s∈S
a(s)1,x , sup

s∈S
b(s)1,x

]

= p3

((
¬

(⋃
s∈S

8(s)
))

(x)

)
.

Thus ¬
(⋃
s∈S
8(s)

)
=
⋂
s∈S

(¬8(s)).

(4) By Remark 13 and Definition 5, we have

p1

((⋃
s∈S

(
¬8(s)))(x)) = [ sup

s∈S
a(s)3,x , sup

s∈S
b(s)3,x

]

= p1

((
¬

(⋂
s∈S

8(s)
))

(x)

)
,

p2

((⋃
s∈S

(
¬8(s)))(x)) = [ inf

s∈S
a(s)2,x , infs∈S

b(s)2,x

]

= p2

((
¬

(⋂
s∈S

8(s)
))

(x)

)
,

p3

((⋃
s∈S

(
¬8(s)))(x)) = [ inf

s∈S
a(s)1,x , infs∈S

b(s)1,x

]

= p3

((
¬

(⋂
s∈S

8(s)
))

(x)

)
.

Thus ¬
(⋂
s∈S
8(s)

)
=
⋃
s∈S

(¬8(s)).
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Definition 16: For two elements 8(s)
=

{
(a(s)x ,b

(s)
x )

x | x∈X
}

=

{(
[a(s)1,x ,b

(s)
1,x ], [a

(s)
2,x ,b

(s)
2,x ], [a

(s)
3,x ,b

(s)
3,x ]
)

x | x ∈ X
}
and 8(t)

={
(a(t)x ,b

(t)
x )

x | x ∈ X
}
=

{(
[a(t)1,x ,b

(t)
1,x ], [a

(t)
2,x ,b

(t)
2,x ], [a

(t)
3,x ,b

(t)
3,x ]
)

x |

x ∈ X
}
of I1X , we define relations ⊆̇ and ⊆̈ as follows:

(1) 8(s)
⊆̇8(t) iff

[
a(s)1,x , b

(s)
1,x

]
⊆

[
a(t)1,x , b

(t)
1,x

]
,
[
a(s)2,x , b

(s)
2,x

]
⊆[

a(t)2,x , b
(t)
2,x

]
, and

[
a(s)3,x , b

(s)
3,x

]
⊆

[
a(t)3,x , b

(t)
3,x

]
for each

x ∈ X .
(2) 8(s)

⊆̈8(t) iff
[
a(s)1,x , b

(s)
1,x

]
⊆

[
a(t)1,x , b

(t)
1,x

]
,
[
a(s)2,x , b

(s)
2,x

]
⊆[

a(t)2,x , b
(t)
2,x

]
, and

[
a(s)3,x , b

(s)
3,x

]
⊇

[
a(t)3,x , b

(t)
3,x

]
for each

x ∈ X .
It is clear, 8(s)

⊆ 8(t) and 8(s)
⊆̇8(t) iff 8(s)

= 8(t).

Definition 17: For a 8 =

{
(ax ,bx )
x | x ∈ X

}
={(

[a1,x ,b1,x ], [a2,x ,b2,x ], [a3,x ,b3,x ]
)

x | x ∈ X
}
∈ I1X , we define

{8(1),8(2),8(3),8(4)} ⊆ I1X (i.e. four operations on I1X )
as follows:

8(1) =

{(
a1,x , [a2,x , b2,x], a3,x

)
x

| x ∈ X

}
(3)

8(2) =

{(
a1,x , [a2,x , b2,x], b3,x

)
x

| x ∈ X

}
(4)

8(3) =

{(
b1,x , [a2,x , b2,x], a3,x

)
x

| x ∈ X

}
(5)

8(4) =

{(
b1,x , [a2,x , b2,x], b3,x

)
x

| x ∈ X

}
(6)

Proposition 18: For a 8 =

{
(ax ,bx )
x | x ∈ X

}
={(

[a1,x ,b1,x ], [a2,x ,b2,x ], [a3,x ,b3,x ]
)

x | x ∈ X
}
∈ I1X , the fol-

lowings hold:
(1) 8(2)⊆̈8(1).

(2) 8(4)⊆̈8(3).

(3) 8(1)⊆̇8(4).

(4) 8(4)⊆̈8(1).

(5)
(⋃
s∈S
8

)
(1)
=
⋃
s∈S

(8(1)),
(⋂
s∈S
8

)
(1)
=
⋂
s∈S

(8(1)).

(6)
(⋃
s∈S
8

)
(2)
=
⋃
s∈S

(8(2)),
(⋂
s∈S
8

)
(2)
=
⋂
s∈S

(8(2)).

(7)
(⋃
s∈S
8

)
(3)
=
⋃
s∈S

(8(3)),
(⋂
s∈S
8

)
(3)
=
⋂
s∈S

(8(3)).

(8)
(⋃
s∈S
8

)
(4)
=
⋃
s∈S

(8(4)),
(⋂
s∈S
8

)
(4)
=
⋂
s∈S

(8(4)).

Proof: It follows from Definitions 5 and 3.3.
Lemma 19: (1) The function ξ : [0, 1]2 −→ R, defined by

ξ (s, t) =


st

s+ t
, s+ t 6= 0,

0, s+ t = 0,

is continuous and monotone increase for each variable, and
takes the greatest value 1

2 .
(2) The function ζ : [0, 1]2 −→ R, defined by

ζ (s, t) =
s+ t

(st + 1)

is continuous and monotone increase for each variable, and
takes the greatest value 1.

Proof: (1) ξ (s, t) is continuous because |ξ (s, t)| ≤
1
2
s2+t2
s+t ≤

1
2

s2+t2√
s2+t2

=
1
2

√
s2 + t2 −→ 0 (as (s, t) −→

(0, 0)). As ∂ξ (s,t)
s =

t2

(s+t)2
≥ 0 (s + t 6= 0) and ∂ξ (s,t)

t =

s2

(s+t)2
≥ 0 (s+ t 6= 0), ξ (s, t) is monotone increase for each

variable, which implies ξ (s, t) ≤ ξ (1, 1) = 1
2 (i.e. ξ (s, t)

takes the greatest value 1
2 on [0, 1]2).

(2) Clearly, ζ (s, t) is continuous on [0, 1]2. As ∂ζ (s,t)
s =

1−t2

(st+1)2
≥ 0 and ∂ζ (s,t)

t =
1−s2

(st+1)2
≥ 0, ζ (s, t) is monotone

increase for each variable, which implies ζ (s, t) ≤ ζ (1, 1) =
1 (i.e. ζ (s, t) takes the greatest value 1 on [0, 1]2).

Proposition 20: If 8(s)
=

{
(a(s)x ,b

(s)
x )

x | x ∈ X
}
={(

[a(s)1,x ,b
(s)
1,x ], [a

(s)
2,x ,b

(s)
2,x ], [a

(s)
3,x ,b

(s)
3,x ]
)

x | x ∈ X
}

and 8(t)
={

(a(t)x ,b
(t)
x )

x | x ∈ X
}

=

{(
[a(t)1,x ,b

(t)
1,x ], [a

(t)
2,x ,b

(t)
2,x ], [a

(t)
3,x ,b

(t)
3,x ]
)

x | x ∈ X
}
belong to I1X ,

then {8(s)
⊕8(t),8(s)

	8(t),8(s)�8(t),8(s)�8(t)
} ⊆ I1X ,

where (x ∈ X )

(1) 8(s)
⊕8(t)(x)=


[a(s)1,x + a(t)1,x

2
,
b(s)1,x + b

(t)
1,x

2

]
,

[a(s)2,x + a(t)2,x
2

,

b(s)2,x + b
(t)
2,x

2

]
,

[a(s)3,x + a(t)3,x
2

,
b(s)3,x + b

(t)
3,x

2

]


(2) 8(s)
	8(t)(x)=


[√
a(s)1,xa

(t)
1,x ,

√
b(s)1,xb

(t)
1,x

]
,

[√
a(s)2,xa

(t)
2,x ,√

b(s)2,xb
(t)
2,x

]
,

[√
a(s)3,xa

(t)
3,x ,

√
b(s)3,xb

(t)
3,x

]


(3) 8(s)�8(t)(x)=


2
3

[
ξ
(
a(s)1,x , a

(t)
1,x

)
, ξ
(
b(s)1,x , b

(t)
1,x

)]
,
2
3

[
ξ
(
a(s)2,x , a

(t)
2,x

)
,

ξ
(
b(s)2,x , b

(t)
2,x

)]
,
2
3

[
ξ
(
a(s)3,x , a

(t)
2,x

)
, ξ
(
b(s)3,x , b

(t)
2,x

)]


(4) 8(s)�8(t)(x)=


1
3

[
ζ
(
a(s)1,x , a

(t)
1,x

)
, ζ
(
b(s)1,x , b

(t)
1,x

)]
,
1
3

[
ζ
(
a(s)2,x , a

(t)
2,x

)
,

ζ
(
b(s)2,x , b

(t)
2,x

)]
,
1
3

[
ζ
(
a(s)3,x , a

(t)
2,x

)
, ζ
(
b(s)3,x , b

(t)
2,x

)]


Proof: Obviously, {8(s)
⊕8(t),8(s)

	8(t)
} ⊆ I1X . As

ξ is monotone increase for each variable, ξ
(
a(s)1,x , a

(t)
1,x

)
≤

ξ
(
b(s)1,x , a

(t)
1,x

)
≤ ξ

(
b(s)1,x , b

(t)
1,x

)
; similarly, ξ

(
a(s)2,x , a

(t)
2,x

)
≤

ξ
(
b(s)2,x , b

(t)
2,x

)
and ξ

(
a(s)3,x , a

(t)
3,x

)
≤ ξ

(
b(s)3,x , b

(t)
3,x

)
. As ξ takes

the greatest value 1
2 (see Lemma 19(1)), 2

3ξ
(
b(s)1,x , b

(t)
1,x

)
+

2
3ξ
(
b(s)2,x , b

(t)
2,x

)
+

2
3ξ
(
b(s)3,x , b

(t)
3,x

)
≤ 1. Therefore, 8(s) �

8(t)
∈ I1X . Similarly, as ζ is monotone increase for

each variable, ζ
(
a(s)1,x , a

(t)
1,x

)
≤ ζ

(
b(s)1,x , b

(t)
1,x

)
; similarly,
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ζ
(
a(s)2,x , a

(t)
2,x

)
≤ ζ

(
b(s)2,x , b

(t)
2,x

)
and ζ

(
a(s)3,x , a

(t)
3,x

)
≤

ζ
(
b(s)3,x , b

(t)
3,x

)
. As ζ takes the greatest value 1 (see

Lemma 19(2)), 1
3ζ
(
b(s)1,x , b

(t)
1,x

)
+

1
3ζ
(
b(s)2,x , b

(t)
2,x

)
+

1
3ζ(

b(s)3,x , b
(t)
3,x

)
≤ 1. Therefore, 8(s) �8(t)

∈ I1X .

Proposition 21: For 8(r)
=

{
(a(r)x ,b

(r)
x )

x | x ∈ X
}
={(

[a(r)1,x ,b
(r)
1,x ], [a

(r)
2,x ,b

(r)
2,x ], [a

(r)
3,x ,b

(r)
3,x ]
)

x | x ∈ X
}
, 8(s)

={(
[a(s)1,x ,b

(s)
1,x ], [a

(s)
2,x ,b

(s)
2,x ], [a

(s)
3,x ,b

(s)
3,x ]
)

x | x ∈ X
}
, and 8(t)

={(
[a(t)1,x ,b

(t)
1,x ], [a

(t)
2,x ,b

(t)
2,x ], [a

(t)
3,x ,b

(t)
3,x ]
)

x | x ∈ X
}

of I1X , the

followings hold:

(1) 8(s)
⊕8(t)

= 8(t)
⊕8(s).

(2) 8(s)
	8(t)

= 8(t)
	8(s).

(3) 8(s) �8(t)
= 8(t) �8(s).

(4) 8(s) �8(t)
= 8(t) �8(s).

(5) ¬(¬8(s)
⊕¬8(t)) = 8(s)

⊕8(t).

(6) ¬(¬8(s)
	¬8(t)) = 8(s)

	8(t).

(7) ¬(¬8(s) � ¬8(t)) = 8(s) �8(t).

(8) ¬(¬8(s) � ¬8(t)) = 8(s) �8(t).

(9) 8(r)
⊕ (8(s)

∩8(t)) = (8(r)
⊕8(s)) ∩ (8(r)

⊕8(t)).
(10) 8(r)

⊕ (8(s)
∪8(t)) = (8(r)

⊕8(s)) ∪ (8(r)
⊕8(t)).

(11) 8(r) � (8(s)
∩8(t)) = (8(r) �8(s)) ∩ (8(r) �8(t)).

(12) 8(r) � (8(s)
∪8(t)) = (8(r) �8(s)) ∪ (8(r) �8(t)).

Proof: We only prove (9)-(12).
(9) For each x ∈ X (note a+ c ≤ b+ c if a ≤ b),

(8(r)
⊕ (8(s)

∩8(t)))(x)

= 8(r)(x)⊕


[
a(s)1,x ∧ a

(t)
1,x , b

(s)
1,x ∧ b

(t)
1,x

]
,

[
a(s)2,x ∧ a

(t)
2,x ,

b(s)2,x ∧ b
(t)
2,x

]
,

[
a(s)3,x ∨ a

(t)
3,x , b

(s)
3,x ∨ b

(t)
3,x

]


=


[a(r)1,x + (a(s)1,x ∧ a

(t)
1,x)

2
,
b(r)1,x + (b(s)1,x ∧ b

(t)
1,x)

2

]
,

[a(r)2,x + (a(s)2,x ∧ a
(t)
2,x)

2
,

b(r)2,x + (b(s)2,x ∧ b
(t)
2,x)

2

]
,

[a(r)3,x + (a(s)3,x ∨ a
(t)
3,x)

2
,
b(r)3,x + (b(s)3,x ∨ b

(t)
3,x)

2

]


=


[ (a(r)1,x + a

(s)
1,x) ∧ (a(r)1,x + a

(t)
1,x)

2
,
(b(r)1,x + b

(s)
1,x) ∧ (b(r)1,x + b

(t)
1,x)

2

]
,

[ (a(r)2,x + a
(s)
2,x) ∧ (a(r)2,x + a

(t)
2,x)

2
,

(b(r)2,x + b
(s)
2,x) ∧ (b(r)2,x + b

(t)
2,x)

2

]
,

[ (a(r)3,x + a
(s)
3,x) ∨ (a(r)3,x + a

(t)
3,x)

2
,
(b(r)3,x + b

(s)
3,x) ∨ (b(r)3,x + b

(t)
3,x)

2

]


=

([ (a(r)1,x + a
(s)
1,x)

2
,
(b(r)1,x + b

(s)
1,x)

2

]
,

[ (a(r)2,x + a
(s)
2,x)

2
,
(b(r)2,x + b

(s)
2,x)

2

]
,

[ (a(r)3,x + a
(s)
3,x)

2
,
(b(r)3,x + b

(s)
3,x)

2

] )

∩

([ (a(r)1,x + a
(t)
1,x)

2
,
(b(r)1,x + b

(t)
1,x)

2

]
,

[ (a(r)2,x + a
(t)
2,x)

2
,
(b(r)2,x + b

(t)
2,x)

2

]
,

[ (a(r)3,x + a
(t)
3,x)

2
,
(b(r)3,x + b

(t)
3,x)

2

] )

= (8(r)
⊕8(s)) ∩ (8(r)

⊕8(t)).

(10) Similar to (9), for each x ∈ X ,

(8(r)
⊕ (8(s)

∪8(t)))(x)

= 8(r)(x)⊕


[
a(s)1,x ∨ a

(t)
1,x , b

(s)
1,x ∨ b

(t)
1,x

]
,

[
a(s)2,x ∧ a

(t)
2,x ,

b(s)2,x ∧ b
(t)
2,x

]
,

[
a(s)3,x ∧ a

(t)
3,x , b

(s)
3,x ∧ b

(t)
3,x

]


=


[a(r)1,x + (a(s)1,x ∨ a

(t)
1,x)

2
,
b(r)1,x + (b(s)1,x ∨ b

(t)
1,x)

2

]
,

[a(r)2,x + (a(s)2,x ∧ a
(t)
2,x)

2
,

b(r)2,x + (b(s)2,x ∧ b
(t)
2,x)

2

]
,

[a(r)3,x + (a(s)3,x ∧ a
(t)
3,x)

2
,
b(r)3,x + (b(s)3,x ∧ b

(t)
3,x)

2

]


=


[ (a(r)1,x + a

(s)
1,x) ∨ (a(r)1,x + a

(t)
1,x)

2
,
(b(r)1,x + b

(s)
1,x) ∨ (b(r)1,x + b

(t)
1,x)

2

]
,

[ (a(r)2,x + a
(s)
2,x) ∧ (a(r)2,x + a

(t)
2,x)

2
,

(b(r)2,x + b
(s)
2,x) ∧ (b(r)2,x + b

(t)
2,x)

2

]
,

[ (a(r)3,x + a
(s)
3,x) ∧ (a(r)3,x + a

(t)
3,x)

2
,
(b(r)3,x + b

(s)
3,x) ∧ (b(r)3,x + b

(t)
3,x)

2

]


=

([ (a(r)1,x + a
(s)
1,x)

2
,
(b(r)1,x + b

(s)
1,x)

2

]
,

[ (a(r)2,x + a
(s)
2,x)

2
,
(b(r)2,x + b

(s)
2,x)

2

]
,

[ (a(r)3,x + a
(s)
3,x)

2
,
(b(r)3,x + b

(s)
3,x)

2

] )

∪

([ (a(r)1,x + a
(t)
1,x)

2
,
(b(r)1,x + b

(t)
1,x)

2

]
,

[ (a(r)2,x + a
(t)
2,x)

2
,
(b(r)2,x + b

(t)
2,x)

2

]
,

[ (a(r)3,x + a
(t)
3,x)

2
,
(b(r)3,x + b

(t)
3,x)

2

] )

= (8(r)
⊕8(s)) ∪ (8(r)

⊕8(t)).

(11) For each x ∈ X (note that ac ≤ bc if a ≤ b and
c ≥ 0),

(8(r)
	 (8(s)

∩8(t)))(x)

= 8(r)(x)	


[
a(s)1,x ∧ a

(t)
1,x , b

(s)
1,x ∧ b

(t)
1,x

]
,

[
a(s)2,x ∧ a

(t)
2,x ,

b(s)2,x ∧ b
(t)
2,x

]
,

[
a(s)3,x ∨ a

(t)
3,x , b

(s)
3,x ∨ b

(t)
3,x

]


=


[√

a(r)1,x(a
(s)
1,x ∧ a

(t)
1,x),

√
b(r)1,x(b

(s)
1,x ∧ b

(t)
1,x)

]
,

[√
a(r)2,x(a

(s)
2,x ∧ a

(t)
2,x),√

b(r)2,x(b
(s)
2,x ∧ b

(t)
2,x)

]
,

[√
a(r)3,x(a

(s)
3,x ∨ a

(t)
3,x),

√
b(r)3,x(b

(s)
3,x ∨ b

(t)
3,x)

]


=


[√

(a(r)1,xa
(s)
1,x) ∧ (a(r)1,xa

(t)
1,x),

√
(b(r)1,xb

(s)
1,x) ∧ (b(r)1,xb

(t)
1,x)

]
,

[√
(a(r)2,xa

(s)
2,x) ∧ (a(r)2,xa

(t)
2,x),√

(b(r)2,xb
(s)
2,x) ∧ (b(r)2,xb

(t)
2,x)

]
,

[√
(a(r)3,xa

(s)
3,x) ∨ (a(r)3,xa

(t)
3,x),

√
(b(r)3,xb

(s)
3,x) ∨ (b(r)3,xb

(t)
3,x)

]


=

([√
a(r)1,xa

(s)
1,x ,

√
b(r)1,xb

(s)
1,x

]
,

[√
a(r)2,xa

(s)
2,x ,

√
b(r)2,xb

(s)
2,x

]
,

[√
a(r)3,xa

(s)
3,x ,

√
b(r)3,xb

(s)
3,x

] )
∩

([√
a(r)1,xa

(t)
1,x ,

√
b(r)1,xb

(t)
1,x

]
,

[√
a(r)2,xa

(t)
2,x ,

√
b(r)2,xb

(t)
2,x

]
,

[√
a(r)3,xa

(t)
3,x ,

√
b(r)3,xb

(t)
3,x

] )
= (8(r)

	8(s))(x) ∩ (8(r)
	8(t))(x).

(12) Similar to (11), for each x ∈ X ,

(8(r)
	 (8(s)

∪8(t)))(x)

= 8(r)(x)	


[
a(s)1,x ∨ a

(t)
1,x , b

(s)
1,x ∨ b

(t)
1,x

]
,

[
a(s)2,x ∧ a

(t)
2,x ,

b(s)2,x ∧ b
(t)
2,x

]
,

[
a(s)3,x ∧ a

(t)
3,x , b

(s)
3,x ∧ b

(t)
3,x

]


=


[√

a(r)1,x(a
(s)
1,x ∨ a

(t)
1,x),

√
b(r)1,x(b

(s)
1,x ∨ b

(t)
1,x)

]
,

[√
a(r)2,x(a

(s)
2,x ∧ a

(t)
2,x),√

b(r)2,x(b
(s)
2,x ∧ b

(t)
2,x)

]
,

[√
a(r)3,x(a

(s)
3,x ∧ a

(t)
3,x),

√
b(r)3,x(b

(s)
3,x ∧ b

(t)
3,x)

]


=


[√

(a(r)1,xa
(s)
1,x) ∨ (a(r)1,xa

(t)
1,x),

√
(b(r)1,xb

(s)
1,x) ∨ (b(r)1,xb

(t)
1,x)

]
,

[√
(a(r)2,xa

(s)
2,x) ∧ (a(r)2,xa

(t)
2,x),√

(b(r)2,xb
(s)
2,x) ∧ (b(r)2,xb

(t)
2,x)

]
,

[√
(a(r)3,xa

(s)
3,x) ∧ (a(r)3,xa

(t)
3,x),

√
(b(r)3,xb

(s)
3,x) ∧ (b(r)3,xb

(t)
3,x)

]


=

([√
a(r)1,xa

(s)
1,x ,

√
b(r)1,xb

(s)
1,x

]
,

[√
a(r)2,xa

(s)
2,x ,

√
b(r)2,xb

(s)
2,x

]
,

[√
a(r)3,xa

(s)
3,x ,

√
b(r)3,xb

(s)
3,x

] )

∪

([√
a(r)1,xa

(t)
1,x ,

√
b(r)1,xb

(t)
1,x

]
,

[√
a(r)2,xa

(t)
2,x ,

√
b(r)2,xb

(t)
2,x

]
,

[√
a(r)3,xa

(t)
3,x ,

√
b(r)3,xb

(t)
3,x

] )
= (8(r)

	8(s))(x) ∪ (8(r)
	8(t))(x).
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Proposition 22: Let 8(s)
=

{
(a(s)x ,b

(s)
x )

x | x ∈ X (s)
}
={(

[a(s)1,x ,b
(s)
1,x ], [a

(s)
2,x ,b

(s)
2,x ], [a

(s)
3,x ,b

(s)
3,x ]
)

x | x ∈ X (s)
}
∈ I1X (s)

(s =

1, 2, 3), the followings hold:
(1) ¬(¬8(1)

×1 ¬8
(2)) = 8(1)

×1 8
(2).

(2) ¬(¬8(1)
×2 ¬8

(2)) = 8(1)
×3 8

(2).
(3) ¬(¬8(1)

×3 ¬8
(2)) = 8(1)

×2 8
(2).

(4) (8(1)
×3 8

(2))×3 8
(3)
= 8(1)

×3 (8(2)
×3 8

(3)).
(5) (8(1)

∩8(2))×38
(3)
= (8(1)

×38
(3))∩ (8(2)

×38
(3)).

(6) (8(1)
∪8(2))×38

(3)
= (8(1)

×38
(3))∪ (8(2)

×38
(3)).

Proof: It is follows from Theorem 6 and Remark 13.

Proposition 23: Let 8(s)
=

{
(a(s)x ,b

(s)
x )

x | x ∈ X (s)
}
={(

[a(s)1,x ,b
(s)
1,x ], [a

(s)
2,x ,b

(s)
2,x ], [a

(s)
3,x ,b

(s)
3,x ]
)

x | x ∈ X (s)
}
∈ I1X (s)

(s =

1, 2, 3 ∈ S), the followings hold:

(1)
(
8(1)
×1 8

(2)
)
(1)
= 8

(1)
(1) ×1 8

(2)
(1).

(2)
(
8(1)
×1 8

(2)
)
(2)
= 8

(1)
(2) ×1 8

(2)
(2).

(3)
(
8(1)
×1 8

(2)
)
(3)
= 8

(1)
(3) ×1 8

(2)
(3).

(4)
(
8(1)
×1 8

(2)
)
(4)
= 8

(1)
(4) ×1 8

(2)
(4).

(5)
(
8(1)
×2 8

(2)
)
(1)
= 8

(1)
(1) ×2 8

(2)
(1).

(6)
(
8(1)
×2 8

(2)
)
(2)
= 8

(1)
(2) ×2 8

(2)
(2).

(7)
(
8(1)
×2 8

(2)
)
(3)
= 8

(1)
(3) ×2 8

(2)
(3).

(8)
(
8(1)
×2 8

(2)
)
(4)
= 8

(1)
(4) ×2 8

(2)
(4).

(9)
(
8(1)
×3 8

(2)
)
(1)
= 8

(1)
(1) ×3 8

(2)
(1).

(10)
(
8(1)
×3 8

(2)
)
(2)
= 8

(1)
(2) ×3 8

(2)
(2).

(11)
(
8(1)
×3 8

(2)
)
(3)
= 8

(1)
(3) ×3 8

(2)
(3).

(12)
(
8(1)
×3 8

(2)
)
(4)
= 8

(1)
(4) ×3 8

(2)
(4).

Proof: It is follows from Theorem 6 and
Definition 3.3.

IV. AN INTERVAL-VALUED PICTURE FUZZY SOFT SETS
In this section, we introduce the concepts of interval-valued
picture fuzzy soft set, subset, and equality, and define some
operations (i.e. complement, inf product, sup product, union,
and intersection).

We begin with the definition of interval-valued picture
fuzzy soft set (followed by an example).
Definition 24: An alternative name of a mapping6 8 :

I −→ I1X is called an interval-valued picture fuzzy soft set
over X . The set of all interval-valued picture fuzzy soft sets
on X is denoted by (I1X )I or I1XI .

6Sometimes it is also written as 8 =

{
(ai,x ,bi,x )

x

∣∣∣ x ∈ X}
i∈I

or 8 =

{ (
[ai,1,x ,bi,1,x ],[ai,2,x ,bi,2,x ],[ai,3,x ,bi,3,x ]

)
x

∣∣∣∣ x ∈ X}
i∈I

, where

[ai,1,x , bi,1,x ] is called the degree of positive membership of x on parameter
i in8, [ai,2,x , bi,2,x ] the degree of neutral membership of x on parameter i in
8, and [ai,3,x , bi,3,x ] the degree of negative membership of x on parameter
i in 8.

Example 25: Assume that X = {x1, x2, x3} is a set of three
cars under consideration of a decision maker to purchase and
I = {i1, i2, i3} a set of parameters, where i1 stands for the
parameter ‘color’, i2 stands for the parameter ‘speed’, and i3
stands for the parameter ‘price’. The 8 = {8i1 ,8i2 ,8i3} ∈

I1XI describes the “attractiveness of the cars” to this decision
maker, where

8i1 =


([0.2, 0.3], [0.1, 0.4], [0.1, 0.3])

x1
,
([0.1, 0.4], [0.3, 0.3], [0, 0.1])

x2
,

([0.2, 0.3], [0, 0.5], [0.1, 0.2])
x3


8i2 =


([0.15, 0.2], [0.5, 0.6], [0.1, 0.2])

x1
,
([0, 0.7], [0.1, 0.2], [0, 0.1])

x2
,

([0.13, 0.4], [0.3, 0.3], [0.1, 0.3])
x3


8i3 =


([0.1, 0.2], [0.2, 0.5], [0.1, 0.3])

x1
,
([0.2, 0.4], [0.3, 0.5], [0, 0.1])

x2
,

([0.1, 0.4], [0.4, 0.4], [0.1, 0.2])
x3



Definition 26: Let 8(s)
=

{
(a(s)i,x ,b

(s)
i,x )

x | x ∈ X
}
i∈I
={(

[a(s)i,1,x ,b
(s)
i,1,x ], [a

(s)
i,2,x ,b

(s)
i,2,x ], [a

(s)
i,3,x ,b

(s)
i,3,x ]

)
x | x ∈ X

}
i∈I
∈ I1XI

and

8(t)
=

{
(a(t)j,x , b

(t)
j,x)

x
| x ∈ X

}
j∈J

=


(
[a(t)j,1,x , b

(t)
j,1,x], [a

(t)
j,2,x , b

(t)
j,2,x], [a

(t)
j,3,x , b

(t)
j,3,x]

)
x

| x ∈ X


j∈J

∈ I1XJ .

Then we define relations b, ḃ, and b̈ as follows:

(1) 8(s) b 8(t) iff I ⊆ J , and 8(s)(i) ⊆ 8(t)(j), that
is,
[
a(s)i,1,x , b

(s)
i,1,x

]
⊇

[
a(t)j,1,x , b

(t)
j,1,x

]
,
[
a(s)i,2,x , b

(s)
i,2,x

]
⊇[

a(t)j,2,x , b
(t)
j,2,x

]
, and

[
a(s)i,3,x , b

(s)
i,3,x

]
⊇

[
a(t)j,3,x , b

(t)
j,3,x

]
for

each (x, i) ∈ X × I .
(2) 8(s)ḃ8(t) iff I ⊆ J , and 8(s)(i)⊆̇8(t)(j), that is,[

a(s)i,1,x , b
(s)
i,1,x

]
⊆

[
a(t)j,1,x , b

(t)
j,1,x

]
,
[
a(s)i,2,x , b

(s)
i,2,x

]
⊆[

a(t)j,2,x , b
(t)
j,2,x

]
, and

[
a(s)i,3,x , b

(s)
i,3,x

]
⊆

[
a(t)j,3,x , b

(t)
j,3,x

]
for

each (x, i) ∈ X × I .
(3) 8(s)b̈8(t) iff I ⊆ J , and 8(s)(i)⊆̈8(t)(j), that is,[

a(s)i,1,x , b
(s)
i,1,x

]
⊆

[
a(t)j,1,x , b

(t)
j,1,x

]
,
[
a(s)i,2,x , b

(s)
i,2,x

]
⊆[

a(t)j,2,x , b
(t)
j,2,x

]
, and

[
a(s)i,3,x , b

(s)
i,3,x

]
⊇

[
a(t)j,3,x , b

(t)
j,3,x

]
for

each (x, i) ∈ X × I .

Example 27: Assume that X = {x1, x2, x3, x4} is a uni-
verse set, E = {i1, i2, i3, i4} is a set of parameters, I =
{i1, i2} and J = {i1, i2, i3} are subset of E , and 8(s)

={
8

(s)
i1
,8

(s)
i2

}
∈ I1XI and8(t)

=

{
8

(t)
i1
,8

(t)
i2
,8

(t)
i3

}
∈ I1XJ are
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defined by

8
(s)
i1
=


([0.1, 0.1], [0.3, 0.4], [0, 0.3])

x1
,
([0, 0.25], [0.1, 0.3], [0.2, 0.2])

x2
,

([0.2, 0.4], [0.2, 0.3], [0.1, 0.3])
x3


8

(s)
i2
=


([0.18, 0.2], [0.1, 0.4], [0.3, 0.35])

x1
,
([0.14, 0.22], [0.2, 0.3], [0.4, 0.42])

x2
,

([0.25, 0.3], [0, 0.2], [0.3, 0.5])
x3


8

(t)
i1
=


([0.2, 0.2], [0.4, 0.5], [0, 0.3])

x1
,
([0.1, 0.5], [0.2, 0.3], [0.1, 0.2])

x2
,

([0.3, 0.4], [0.3, 0.3], [0, 0.2])
x3


8

(t)
i2
=


([0.19, 0.25], [0.2, 0.4], [0.26, 0.3])

x1
,
([0.15, 0.3], [0.2, 0.4], [0.3, 0.3])

x2
,

([0.25, 0.35], [0.1, 0.25], [0.2, 0.4])
x3


8

(t)
i3
=


([0.15, 0.2], [0.3, 0.3], [0.1, 0.2])

x1
,
([0, 0.35], [0.1, 0.2], [0, 0.1])

x2
,

([0.13, 0.4], [0.3, 0.3], [0.1, 0.3])
x3

 .
From Definition 26, we can see8(s)b̈8(t), but8(s)

6b 8(t)

and 8(s) ˙6b8(t).

Definition 28: Let 8(s)
=

{
(a(s)i,x ,b

(s)
i,x )

x | x ∈ X
}
i∈I
={(

[a(s)i,1,x ,b
(s)
i,1,x ], [a

(s)
i,2,x ,b

(s)
i,2,x ], [a

(s)
i,3,x ,b

(s)
i,3,x ]

)
x | x ∈ X

}
i∈I
∈ I1XI

and 8(t)
=

{
(a(t)j,x ,b

(t)
j,x )

x | x ∈ X
}
j∈J
={(

[a(t)j,1,x ,b
(t)
j,1,x ], [a

(t)
j,2,x ,b

(t)
j,2,x ], [a

(t)
j,3,x ,b

(t)
j,3,x ]

)
x | x ∈ X

}
j∈J
∈ I1XJ .

Then we define relations===, =̇==, and =̈== as follows:
(1) 8(s)

===8(t) iff 8(s) b 8(t) and 8(t) b 8(s).

(2) 8(s)
=̇==8(t) iff 8(s)ḃ8(t) and 8(t)ḃ8(s).

(3) 8(s)
=̈==8(t) iff 8(s)b̈8(t) and 8(t)b̈8(s).

In order to give a deeper insight into this issue, we propose
a marched complement of an interval-valued picture fuzzy
soft set.
Definition 29: Let 8 =

{
(ai,x ,bi,x )

x

∣∣∣ x ∈ X}
i∈I

={ (
[ai,1,x ,bi,1,x ],[ai,2,x ,bi,2,x ],[ai,3,x ,bi,3,x ]

)
x

∣∣∣∣ x ∈ X}
i∈I
∈ I1XI .

The complement of 8, denoted by ¬8, is a mapping ¬8 :
I −→ I1X , given by

¬8={¬8(i)}i∈I =
{(

[ai,3,x ,bi,3,x ],[ai,2,x ,bi,2,x ],[ai,1,x ,bi,1,x ]
)

x

∣∣∣∣
x∈X

}
i∈I
.

It is worth noting that in the above definition, the parameter
set of the complement ¬8 is still the original parameter set I
(instead of ¬I ). Clearly, ¬¬8 = 8.
Example 30: The complement¬8 = {¬8i1 ,¬8i2 ,¬8i3}

of 8 in Example 25 is given by

¬8i1 =


([0.1, 0.3], [0.1, 0.4], [0.2, 0.3])

x1
,
([0, 0.1], [0.3, 0.3], [0.1, 0.4])

x2
,

([0.1, 0.2], [0, 0.5], [0.2, 0.3])
x3


¬8i2 =


([0.1, 0.2], [0.5, 0.6], [0.15, 0.2])

x1
,
([0, 0.1], [0.1, 0.2], [0, 0.7])

x2
,

([0.1, 0.3], [0.3, 0.3], [0.13, 0.4])
x3



¬8i3 =


([0.1, 0.3], [0.2, 0.5], [0.1, 0.2])

x1
,
([0, 0.1], [0.3, 0.5], [0.2, 0.4])

x2
,

([0.1, 0.2], [0.4, 0.4], [0.1, 0.4])
x3

 .

Remark 31: Let 8(s)
=

{
(a(s)i,x ,b

(s)
i,x )

x | x ∈ X
}
i∈I

={(
[a(s)i,1,x ,b

(s)
i,1,x ], [a

(s)
i,2,x ,b

(s)
i,2,x ], [a

(s)
i,3,x ,b

(s)
i,3,x ]

)
x | x ∈ X

}
i∈I
∈ I1XI

and

8(t)
=

{
(a(t)j,x , b

(t)
j,x)

x
| x ∈ X

}
j∈J

=


(
[a(t)j,1,x , b

(t)
j,1,x], [a

(t)
j,2,x , b

(t)
j,2,x], [a

(t)
j,3,x , b

(t)
j,3,x]

)
x

| x ∈ X


j∈J

∈ I1XJ .

No one of the followings is true:

(1) 8(s) b 8(t)
⇐⇒ ¬8(t) b ¬8(s).

(2) 8(s)ḃ8(t)
⇐⇒ ¬8(t)ḃ ¬8(s).

(3) 8(s)b̈8(t)
⇐⇒ ¬8(t)b̈ ¬8(s).

Example 32: Suppose that X = {x1, x2}, I = {i}, J = {j},
and 8(s)

= {8
(s)
i } ∈ I1XI and 8(t)

= {8
(t)
j } ∈ I1XJ are

defined by

8
(s)
i =

{
([0.2,0.4],[0.3,0.5],[0.1,0.1])

x1
,
([0.3,0.3],[0.1,0.4],[0.2,0.3])

x2

}
and

8
(t)
j =

{
([0.1,0.3],[0.2,0.4],[0,0.1])

x1
,
([0.2,0.3],[0,0.3],[0.1,0.2])

x2

}
.

It follows that
¬8

(s)
i =

{
([0.1,0.1],[0.3,0.5],[0.2,0.4])

x1
,
([0.2,0.3],[0.1,0.4],[0.3,0.3])

x2

}
and
¬8

(t)
j =

{
([0,0.1],[0.2,0.4],[0.1,0.3])

x1
,
([0.1,0.2],[0,0.3],[0.2,0.3])

x2

}
.

Thus 8(s) b 8(t)
⇐⇒ ¬8(t) b ¬8(s) is not true.

Example 33: Assume that X = {x1, x2}, I = {i}, J = {j},
and 8(s)

= {8
(s)
i } ∈ I1XI and 8(t)

= {8
(t)
j } ∈ I1XJ are

defined by

8
(s)
i =

{
([0.1,0.3],[0.2,0.4],[0,0.1])

x1
,
([0.2,0.3],[0,0.3],[0.1,0.2])

x2

}
and
8

(t)
j =

{
([0.2,0.4],[0.3,0.5],[0.1,0.1])

x1
,
([0.3,0.3],[0.1,0.4],[0.2,0.3])

x2

}
.

It follows that
¬8

(s)
i =

{
([0,0.1],[0.2,0.4],[0.1,0.3])

x1
,
([0.1,0.2],[0,0.3],[0.2,0.3])

x2

}
and
¬8

(t)
j =

{
([0.1,0.1],[0.3,0.5],[0.2,0.4])

x1
,
([0.2,0.3],[0.1,0.4],[0.3,0.3])

x2

}
.

Thus 8(s)ḃ8(t)
⇐⇒ ¬8(t)ḃ¬8(s) is not true.

Example 34: Suppose that X = {x1, x2}, I = {i}, J = {j},
and 8(s)

= {8
(s)
i } ∈ I1XI and 8(t)

= {8
(t)
j } ∈ I1XJ are

defined by

8
(s)
i =

{
([0.1,0.3],[0.2,0.4],[0.1,0.1])

x1
,
([0.2,0.3],[0,0.3],[0.3,0.4])

x2

}
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and
8

(t)
j =

{
([0.2,0.4],[0.3,0.5],[0,0.1])

x1
,
([0.3,0.3],[0.1,0.4],[0.1,0.2])

x2

}
.

It follows that
¬8

(s)
i =

{
([0.1,0.1],[0.2,0.4],[0.1,0.3])

x1
,
([0.3,0.4],[0,0.3],[0.2,0.3])

x2

}
and
¬8

(t)
j =

{
([0,0.1],[0.3,0.5],[0.2,0.4])

x1
,
([0.1,0.2],[0.1,0.4],[0.3,0.3])

x2

}
.

Thus 8(s)b̈8(t)
⇐⇒ ¬8(t)b̈¬8(s) is not true.

In the following we introduce the definitions of inf product
and sup product for interval-valued picture fuzzy soft sets,
give some examples, and derive their properties.

Definition 35: Let 8(s)
=

{
(a(s)i,x ,b

(s)
i,x )

x | x ∈ X
}
i∈I
={(

[a(s)i,1,x ,b
(s)
i,1,x ], [a

(s)
i,2,x ,b

(s)
i,2,x ], [a

(s)
i,3,x ,b

(s)
i,3,x ]

)
x | x ∈ X

}
i∈I
∈ I1XI

and 8(t)
=

{
(a(t)j,x ,b

(t)
j,x )

x | x ∈ X
}
j∈J
={(

[a(t)j,1,x ,b
(t)
j,1,x ], [a

(t)
j,2,x ,b

(t)
j,2,x ], [a

(t)
j,3,x ,b

(t)
j,3,x ]

)
x | x ∈ X

}
j∈J
∈ I1XJ .

Then we define the inf product 8(s)
⊗̂8(t)

∈ I1X (I×J ) of 8(s)

and 8(t) as7 8(s)
⊗̂8(t)

=
{
(8(s)
⊗̂8(t))(i, j)

}
(i,j)∈I×J , where

(8(s)
⊗̂8(t))(i, j)

=



([
a(s)i,1,x ∧ a

(t)
j,1,x , b

(s)
i,1,x ∧ b

(t)
j,1,x

]
,
[
a(s)i,2,x ∧ a

(t)
j,2,x ,

b(s)i,2,x ∧ b
(t)
j,2,x

]
,
[
a(s)i,3,x ∨ a

(t)
j,3,x , b

(s)
i,3,x ∨ b

(t)
j,3,x

])
x

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x ∈ X


.

Next, we present an application of inf product of interval-
valued picture fuzzy soft theory in decision-making prob-
lems.

Let X = {x1, x2, · · · , xp} (a p-element set) be the set of
option schemes, I and J be the sets of scheme parameters,
8(s)

∈ I1XI and 8(t)
∈ I1XJ are the evaluation interval-

7It can also be written as

8(s)
⊗̂8(t)

=



([
a(s)i,1,x ∧ a

(t)
j,1,x , b

(s)
i,1,x ∧ b

(t)
j,1,x

]
,
[
a(s)i,2,x ∧ a

(t)
j,2,x ,

b(s)i,2,x ∧ b
(t)
j,2,x

]
,
[
a(s)i,3,x ∨ a

(t)
j,3,x , b

(s)
i,3,x ∨ b

(t)
j,3,x

])
x

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x ∈ X


(i,j)∈I×J

.

or

8(s)
⊗̂8(t)

=



([
a(s)i,1,x ∧ a

(t)
j,1,x , b

(s)
i,1,x ∧ b

(t)
j,1,x

]
,
[
a(s)i,2,x ∧ a

(t)
j,2,x ,

b(s)i,2,x ∧ b
(t)
j,2,x

]
,
[
a(s)i,3,x ∨ a

(t)
j,3,x , b

(s)
i,3,x ∨ b

(t)
j,3,x

])
x

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x ∈ X , (i, j) ∈ I × J


.

valued picture fuzzy soft sets. For each i ∈ I , the interval-
valued [ai,k,x , bi,k,x] (k = 1, 2, 3) in

8(s)
=

{ (
[a(s)i,1,x ,b

(s)
i,1,x ],[a

(s)
i,2,x ,b

(s)
i,2,x ],[a

(s)
i,3,x ,b

(s)
i,3,x ]

)
x

∣∣∣∣ x ∈ X}
i∈I

is the evaluation of expert group k to scheme x on parame-
ter i, where [a(s)i,1,x , b

(s)
i,1,x] is the degree of positivemembership

of scheme x on parameter i in8(s), [a(s)i,2,x , b
(s)
i,2,x] is the degree

of neutral membership of scheme x on parameter i in8(s), and
[a(s)i,3,x , b

(s)
i,3,x] is the degree of negative membership of scheme

x on parameter i in 8(s) (clearly, b(s)i,1,x + b
(s)
i,2,x + b

(s)
i,3,x ≤ 1).

Also, for each j ∈ J , the interval-valued [a(s)j,k,x , b
(s)
j,k,x] (k =

1, 2, 3) in

8(t)
=

{ (
[a(t)j,1,x ,b

(t)
j,1,x ],[a

(t)
j,2,x ,b

(t)
j,2,x ],[a

(t)
j,3,x ,b

(t)
j,3,x ]

)
x

∣∣∣∣ x ∈ X}
j∈J

is the evaluation of expert group k to scheme x on parame-
ter j, where [a(t)j,1,x , b

(t)
j,1,x] is the degree of positivemembership

of scheme x on parameter j in8(t), [a(t)j,2,x , b
(t)
j,2,x] is the degree

of neutral membership of scheme x on parameter j in8(t), and
[a(t)j,3,x , b

(t)
j,3,x] is the degree of negative membership of scheme

x on parameter j in 8(t) (clearly, b(t)j,1,x + b
(t)
j,2,x + b

(t)
j,3,x ≤ 1).

Thus we get the inf product8(s)
⊗̂8(t) which satisfies ((i, j) ∈

I × J )

(8(s)
⊗̂8(t))(i, j)

=



([
a(s)i,1,x ∧ a

(t)
j,1,x , b

(s)
i,1,x ∧ b

(t)
j,1,x

]
,
[
a(s)i,2,x ∧ a

(t)
j,2,x ,

b(s)i,2,x ∧ b
(t)
j,2,x

]
,
[
a(s)i,3,x ∨ a

(t)
j,3,x , b

(s)
i,3,x ∨ b

(t)
j,3,x

])
x

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x ∈ X


.

where the interval-valued vector
(
[a(s)i,1,x ∧ a(t)j,1,x , b

(s)
i,1,x ∧

b(t)j,1,x], [a
(s)
i,2,x ∧ a

(t)
j,2,x , b

(s)
i,2,x ∧ b

(t)
j,2,x], [a

(s)
i,3,x ∨ a

(t)
j,3,x , b

(s)
i,3,x ∨

b(t)j,3,x]
)
can be looked to be an evaluation of expert group k

to scheme x on parameter pair (i, j), [a(s)i,1,x ∧ a
(t)
j,1,x , b

(s)
i,1,x ∧

b(t)j,1,x] can be looked to be the degree of positive membership,

[a(s)i,2,x ∧ a
(t)
j,2,x , b

(s)
i,2,x ∧ b

(t)
j,2,x] can be looked to be the degree

of neutral membership and [a(s)i,3,x ∨ a
(t)
j,3,x , b

(s)
i,3,x ∨ b

(t)
j,3,x] can

be looked to be the degree of negative membership (clearly,
(b(s)i,1,x ∧ b

(t)
j,1,x)+ (b(s)i,2,x ∧ b

(t)
j,2,x)+ (b(s)i,3,x ∨ b

(t)
j,3,x) ≤ 1).

Define the choice value C(x, i, j) (an interval number) and
the score S(x) =

∑
(i,j)∈I×J

S(x, i, j) (a real number) of scheme

x, respectively, as follows (x ∈ X , (i, j) ∈ I × J ):

C(x, i, j) = p1
[
(8(s)
⊗̂8(t))(i, j)(x)

]
⊕p2

[
(8(s)
⊗̂8(t))(i, j)(x)

]
⊕p3

[
(8(s)
⊗̂8(t))(i, j)(x)

]
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S(x, i, j)=
∑
y∈X

[
p1(C(x, i, j))−p1(C(y, i, j))+p2(C(x, i, j))−

p2(C(y, i, j))
]
.

Then x̂ = argmax
{
S(x1), S(x2), · · · , S(xq)

}
will be the

best choice.
The corresponding algorithm is as follow:
Algorithm I
Step 1: Input an interval-valued picture fuzzy soft sets

8(s)
∈ I1XI and 8(t)

∈ I1XJ .
Step 2:Compute andwrite the inf product8(s)

⊗̂8(t) which
satisfies ((i, j) ∈ I × J )

(8(s)
⊗̂8(t))(i, j)

=



([
a(s)i,1,x ∧ a

(t)
j,1,x , b

(s)
i,1,x ∧ b

(t)
j,1,x

]
,
[
a(s)i,2,x ∧ a

(t)
j,2,x ,

b(s)i,2,x ∧ b
(t)
j,2,x

]
,
[
a(s)i,3,x ∨ a

(t)
j,3,x , b

(s)
i,3,x ∨ b

(t)
j,3,x

])
x

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x ∈ X


.

Step 3: Compute the choice value C(x, i, j) (an interval
number) and the score S(x) =

∑
(i,j)∈I×J

S(x, i, j) (a real num-

ber) of scheme x, respectively, as follows (x ∈ X , (i, j) ∈
I × J ):

C(x, i, j) = p1
[
(8(s)
⊗̂8(t))(i, j)(x)

]
⊕p2

[
(8(s)
⊗̂8(t))(i, j)(x)

]
⊕p3

[
(8(s)
⊗̂8(t))(i, j)(x)

]
,

S(x, i, j) =
∑
y∈X

[
p1(C(x, i, j))− p1(C(y, i, j))

+p2(C(x, i, j))− p2(C(y, i, j))
]
.

Step 4: Determine the best choice

x̂ = argmax
{
S(x1), S(x2), · · · , S(xq)

}
.

The working of Algorithm I is demonstrated through a
numerical example as below:
Example 36: Assume that a general manager Mr. Z in

Customer Care Center of a company want one candidate out
of five x1, x2, x3, x4, x5 (write X = {x1, x2, x3, x4, x5}) who
have applied for a job position of Office Representative in
Customer Care Center of a company. The general manager
has to evaluate the following three parameters i1, i2, i3 (write
I = J = {i1, i2, i3}), where i1 stands for the ‘HardWorking ’,
i2 stands for the ‘Optimism ’, and i3 stands for ‘Individualism
’. The evaluation result can be described by interval-valued
picture fuzzy soft sets 8(s)

=

{
8

(s)
i1
,8

(s)
i2
,8

(s)
i3

}
∈ I1XI and

8(t)
=

{
8

(t)
i1
,8

(t)
i2
,8

(t)
i3

}
∈ I1XJ which are given as

8
(s)
i1
=



([0.2, 0.3], [0.1, 0.2], [0.25, 0.3])
x1

,
([0.12, 0.4], [0, 0.3], [0, 0.25])

x2
,

([0.2, 0.3], [0, 0.41], [0.1, 0.2])
x3

,
([0.1, 0.4], [0.1, 0.2], [0, 0.3])

x4
,

([0.1, 0.3], [0.2, 0.3], [0, 0.2])
x5



8
(s)
i2
=



([0.15, 0.3], [0.18, 0.2], [0.17, 0.4])
x1

,
([0.2, 0.3], [0.17, 0.2], [0, 0.3])

x2
,

([0.13, 0.4], [0.2, 0.3], [0.1, 0.3])
x3

,
([0.1, 0.4], [0, 0.4], [0.1, 0.1])

x4
,

([0.19, 0.4], [0.15, 0.2], [0, 0.3])
x5



8
(s)
i3
=



([0.1, 0.29], [0.2, 0.4], [0.1, 0.25])
x1

,
([0.2, 0.4], [0.3, 0.5], [0, 0.1])

x2
,

([0.1, 0.4], [0.3, 0.4], [0.1, 0.2])
x3

,
([0.2, 0.3], [0.2, 0.6], [0, 0.1])

x4
,

([0.1, 0.25], [0.19, 0.2], [0, 0.3])
x5



8
(t)
i1
=



([0.22, 0.3], [0.1, 0.25], [0.11, 0.3])
x1

,
([0, 0.4], [0, 0.25], [0.15, 0.3])

x2
,

([0.2, 0.4], [0.2, 0.35], [0.1, 0.2])
x3

,
([0.1, 0.2], [0.14, 0.25], [0, 0.3])

x4
,

([0.1, 0.32], [0.25, 0.3], [0.1, 0.2])
x5



8
(t)
i2
=



([0.1, 0.2], [0.18, 0.3], [0.19, 0.4])
x1

,
([0.19, 0.3], [0.17, 0.2], [0.16, 0.4])

x2
,

([0.13, 0.4], [0.12, 0.3], [0.1, 0.22])
x3

,
([0.1, 0.33], [0, 0.4], [0.19, 0.2])

x4
,

([0.19, 0.4], [0.15, 0.22], [0, 0.3])
x5



8
(t)
i3
=



([0.1, 0.29], [0.2, 0.4], [0, 0.25])
x1

,
([0.2, 0.4], [0.3, 0.4], [0, 0.1])

x2
,

([0.1, 0.22], [0.3, 0.4], [0.1, 0.25])
x3

,
([0.12, 0.3], [0.2, 0.5], [0, 0.1])

x4
,

([0.1, 0.25], [0.19, 0.2], [0.13, 0.3])
x5


.

Thus we can write the inf product 8(s)
⊗̂8(t) in Step 2 of

Algorithm I:

(8(s)
⊗̂8(t))(i1, i1) =



([0.2, 0.3], [0.1, 0.2], [0.25, 0.3])
x1

,
([0, 0.4], [0, 0.25], [0.15, 0.3])

x2
,

([0.2, 0.3], [0, 0.35], [0.1, 0.2])
x3

,
([0.1, 0.2], [0.1, 0.2], [0, 0.3])

x4
,

([0.1, 0.3], [0.2, 0.3], [0.1, 0.2])
x5



(8(s)
⊗̂8(t))(i1, i2) =



([0.1, 0.2], [0.1, 0.2], [0.25, 0.4])
x1

,
([0.12, 0.3], [0, 0.2], [0.16, 0.4])

x2
,

([0.13, 0.3], [0, 0.3], [0.1, 0.22])
x3

,
([0.1, 0.33], [0, 0.2], [0.19, 0.3])

x4
,

([0.1, 0.3], [0.15, 0.22], [0, 0.3])
x5



(8(s)
⊗̂8(t))(i1, i3) =



([0.1, 0.29], [0.1, 0.2], [0.25, 0.3])
x1

,
([0.12, 0.4], [0, 0.3], [0, 0.25])

x2
,

([0.1, 0.22], [0, 0.4], [0.1, 0.25])
x3

,
([0.1, 0.3], [0.1, 0.2], [0, 0.3])

x4
,

([0.1, 0.25], [0.19, 0.2], [0.13, 0.3])
x5



(8(s)
⊗̂8(t))(i2, i1) =



([0.15, 0.3], [0.1, 0.2], [0.17, 0.4])
x1

,
([0, 0.3], [0, 0.2], [0.15, 0.3])

x2
,

([0.13, 0.4], [0.2, 0.3], [0.1, 0.3])
x3

,
([0.1, 0.2], [0, 0.25], [0.1, 0.3])

x4
,

([0.1, 0.32], [0.15, 0.2], [0.1, 0.3])
x5



(8(s)
⊗̂8(t))(i2, i2) =



([0.1, 0.2], [0.18, 0.2], [0.19, 0.4])
x1

,
([0.19, 0.3], [0.17, 0.2], [0.16, 0.4])

x2
,

([0.13, 0.4], [0, 0.3], [0.1, 0.22])
x3

,
([0.1, 0.33], [0, 0.4], [0.19, 0.2])

x4
,

([0.19, 0.4], [0.15, 0.2], [0, 0.3])
x5



(8(s)
⊗̂8(t))(i2, i3) =



([0.1, 0.29], [0.18, 0.2], [0.17, 0.4])
x1

,
([0.2, 0.3], [0.17, 0.2], [0, 0.3])

x2
,

([0.1, 0.22], [0.2, 0.3], [0.1, 0.3])
x3

,
([0.1, 0.3], [0, 0.4], [0.1, 0.1])

x4
,

([0.1, 0.25], [0.15, 0.2], [0.13, 0.3])
x5


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(8(s)
⊗̂8(t))(i3, i1) =



([0.1, 0.29], [0.1, 0.25], [0.11, 0.3])
x1

,
([0, 0.4], [0, 0.25], [0.15, 0.3])

x2
,

([0.1, 0.4], [0.2, 0.35], [0.1, 0.2])
x3

,
([0.1, 0.2], [0.14, 0.25], [0, 0.3])

x4
,

([0.1, 0.25], [0.19, 0.2], [0.1, 0.3])
x5



(8(s)
⊗̂8(t))(i3, i2) =



([0.1, 0.2], [0.18, 0.3], [0.19, 0.4])
x1

,
([0.19, 0.3], [0.17, 0.2], [0.16, 0.4])

x2
,

([0.13, 0.4], [0.12, 0.3], [0.1, 0.22])
x3

,
([0.1, 0.3], [0, 0.4], [0.19, 0.2])

x4
,

([0.1, 0.25], [0.15, 0.2], [0, 0.3])
x5



(8(s)
⊗̂8(t))(i3, i3) =



([0.1, 0.29], [0.2, 0.4], [0.1, 0.25])
x1

,
([0.2, 0.4], [0.3, 0.4], [0, 0.1])

x2
,

([0.1, 0.22], [0.3, 0.4], [0.1, 0.25])
x3

,
([0.12, 0.3], [0.2, 0.5], [0, 0.1])

x4
,

([0.1, 0.25], [0.19, 0.2], [0.13, 0.3])
x5


.

By computing we obtain C(x, i, j), S(x, i, j) and the score
S(x) of schemes x, respectively, as follows (x1, x2, x3, x4, x5 ∈
X , (i, j) ∈ I × J ):
C(x1, i1, i1) = [0.2 + 0.1 + 0.25, 0.3 + 0.2 + 03] =

[0.55, 0.8]. Similarity, C(x1, i1, i2) = [0.45, 0.8],C(x1,
i1, i3) = [0.45, 0.79], C(x1, i2, i1) = [0.42, 0.9],
C(x1, i2, i2) = [0.47, 0.8], C(x1, i2, i3) = [0.45, 0.89],
C(x1, i3, i1) = [0.31, 0.84], C(x1, i3, i2) = [0.47, 0.9],
C(x1, i3, i3) = [0.4, 0.94]; C(x2, i1, i1) = [0.15, 0.95],
C(x2, i1, i2) = [0.28, 0.9], C(x2, i1, i3) = [0.12, 0.95],
C(x2, i2, i1) = [0.15, 0.8], C(x2, i2, i2) = [0.52, 0.9],
C(x2, i2, i3) = [0.37, 0.8], C(x2, i3, i1) = [0.15, 0.95],
C(x2, i3, i2) = [0.52, 0.9],C(x2, i3, i3) = [0.5, 0.9];
C(x3, i1, i1) = [0.3, 0.85], C(x3, i1, i2) = [0.23, 0.82],
C(x3, i1, i3) = [0.2, 0.87], C(x3, i2, i1) = [0.43, 1],
C(x3, i2, i2) = [0.23, 0.92], C(x3, i2, i3) = [0.4, 0.82],
C(x3, i3, i1) = [0.4, 0.95], C(x3, i3, i2) = [0.35, 0.92],
C(x3, i3, i3) = [0.5, 0.87]; C(x4, i1, i1) = [0.2, 0.7],
C(x4, i1, i2) = [0.29, 0.83], C(x4, i1, i3) = [0.2, 0.8],
C(x4, i2, i1) = [0.2, 0.75], C(x4, i2, i2) = [0.29, 0.93],
C(x4, i2, i3) = [0.2, 0.8], C(x4, i3, i1) = [0.24, 0.75],
C(x4, i3, i2) = [0.29, 0.9], C(x4, i3, i3) = [0.32, 0.9];
C(x5, i1, i1) = [0.4, 0.8], C(x5, i1, i2) = [0.25, 0.82],
C(x5, i1, i3) = [0.42, 0.75], C(x5, i2, i1) = [0.35, 0.82],
C(x5, i2, i2) = [0.34, 0.9], C(x5, i2, i3) = [0.38, 0.75],
C(x5, i3, i1) = [0.39, 0.75], C(x5, i3, i2) = [0.25, 0.75],
C(x5, i3, i3) = [0.42, 0.75].

And S(x1, i1, i1) = (((0.55−0.15)+(0.8−0.95))+((0.55−
0.3)+ (0.8− 0.85))+ ((0.55− 0.2)+ (0.8− 0.7))+ ((0.55−
0.4) + (0.8 − 0.8))) = 1.05. Similarity, S(x1, i1, i2) = 0.58,
S(x1, i1, i3) = 0.65, S(x1, i2, i1) = 0.78, S(x1, i2, i2) =
0.05, S(x1, i2, i3) = 0.84, S(x1, i3, i1) = 0.02, S(x1, i3, i2) =
0.6, S(x1, i3, i3) = 0.2; S(x2, i1, i1) = −0.2, S(x2, i1, i2) =
0.24, S(x2, i1, i3) = −0.2, S(x2, i2, i1) = −0.98,
S(x2, i2, i2) = 0.8, S(x2, i2, i3) = −0.01, S(x2, i3, i1) =
−0.23, S(x2, i3, i2) = 0.85, S(x2, i3, i3) = 0.5;
S(x3, i1, i1) = 0.05, S(x3, i1, i2) = −0.42, S(x3, i1, i3) =
−0.2, S(x3, i2, i1) = 1.33, S(x3, i2, i2) = −0.65,
S(x3, i2, i3) = 0.24, S(x3, i3, i1) = −0.88, S(x3, i3, i2) =
0.1, S(x3, i3, i3) = −1.39; S(x4, i1, i1) = −1.2,
S(x4, i1, i2) = −0.07, S(x4, i1, i3) = −0.55, S(x4, i2, i1) =
−1.07, S(x4, i2, i2) = −0.18, S(x4, i2, i3) = −0.86,
S(x4, i3, i1) = −0.78, S(x4, i3, i2) = −0.3, S(x4, i3, i3) =
−0.4; S(x5, i1, i1) = −0.5, S(x5, i1, i2) = −0.32,

S(x5, i1, i3) = 0.3, S(x5, i2, i1) = 0.03, S(x5, i2, i2) = −0.1,
S(x5, i2, i3) = −0.21, S(x5, i3, i1) = −0.03, S(x5, i3, i2) =
−0.1.25, S(x5, i3, i3) = −0.65.
It follows S(x1) = 4.77, S(x2) = 0.77, S(x3) = −1.85,

S(x4) = −5.41, S(x5) = −2.73. Thus, based on the values
S(x), we get x1 is the best choice.
Now we introduce the sup product for interval-valued pic-

ture fuzzy soft sets.

Definition 37: Let 8(s)
=

{
(a(s)i,x ,b

(s)
i,x )

x | x ∈ X
}
i∈I
={(

[a(s)i,1,x ,b
(s)
i,1,x ], [a

(s)
i,2,x ,b

(s)
i,2,x ], [a

(s)
i,3,x ,b

(s)
i,3,x ]

)
x | x ∈ X

}
i∈I
∈ I1XI

and 8(t)
=

{
(a(t)j,x ,b

(t)
j,x )

x | x ∈ X
}
j∈J
={(

[a(t)j,1,x ,b
(t)
j,1,x ], [a

(t)
j,2,x ,b

(t)
j,2,x ], [a

(t)
j,3,x ,b

(t)
j,3,x ]

)
x | x ∈ X

}
j∈J
∈ I1XJ .

Then we define the sup product8(s)
⊗̌8(t)

∈ I1X (I×J ) of8(s)

and 8(t) as8 8(s)
⊗̌8(t)

=
{
(8(s)
⊗̌8(t))(i, j)

}
(i,j)∈I×J , where

(8(s)
⊗̌8(t))(i, j)

=



([
a(s)i,1,x ∨ a

(t)
j,1,x , b

(s)
i,1,x ∨ b

(t)
j,1,x

]
,
[
a(s)i,2,x ∧ a

(t)
j,2,x ,

b(s)i,2,x ∧ b
(t)
j,2,x

]
,
[
a(s)i,3,x ∧ a

(t)
j,3,x , b

(s)
i,3,x ∧ b

(t)
j,3,x

])
x

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x ∈ X


.

Example 38: The sup product8(s)
⊗̌8(t) in Example 27 is

given by

(8(s)
⊗̌8(t))(i1, i1) =


([0.2, 0.2], [0.3, 0.4], [0, 0.3])

x1
,
([0.1, 0.5], [0.1, 0.3], [0.1, 0.2])

x2
,

([0.3, 0.4], [0.2, 0.3], [0, 0.2])
x3


(8(s)
⊗̌8(t))(i1, i2) =


([0.19, 0.25], [0.2, 0.4], [0, 0.3])

x1
,
([0.15, 0.3], [0.1, 0.3], [0.2, 0.2])

x2
,

([0.25, 0.4], [0.1, 0.25], [0.1, 0.3])
x3


(8(s)
⊗̌8(t))(i1, i3) =


([0.15, 0.2], [0.3, 0.3], [0, 0.2])

x1
,
([0, 0.35], [0.1, 0.2], [0, 0.1])

x2
,

([0.2, 0.4], [0.2, 0.3], [0.1, 0.3])
x3


8It can also be written as

8(s)
⊗̌8(t)

=



([
a(s)i,1,x ∨ a

(t)
j,1,x , b

(s)
i,1,x ∨ b

(t)
j,1,x

]
,
[
a(s)i,2,x ∧ a

(t)
j,2,x ,

b(s)i,2,x ∧ b
(t)
j,2,x

]
,
[
a(s)i,3,x ∧ a

(t)
j,3,x , b

(s)
i,3,x ∧ b

(t)
j,3,x

])
x

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x ∈ X


(i,j)∈I×J

.

or

8(s)
⊗̌8(t)

=



([
a(s)i,1,x ∨ a

(t)
j,1,x , b

(s)
i,1,x ∨ b

(t)
j,1,x

]
,
[
a(s)i,2,x ∧ a

(t)
j,2,x ,

b(s)i,2,x ∧ b
(t)
j,2,x

]
,
[
a(s)i,3,x ∧ a

(t)
j,3,x , b

(s)
i,3,x ∧ b

(t)
j,3,x

])
x

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x ∈ X , (i, j) ∈ I × J


.
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(8(s)
⊗̌8(t))(i2, i1) =


([0.2, 0.2], [0.1, 0.4], [0, 0.3])

x1
,
([0.14, 0.5], [0.2, 0.3], [0.1, 0.2])

x2
,

([0.3, 0.4], [0, 0.2], [0, 0.2])
x3


(8(s)
⊗̌8(t))(i2, i2) =


([0.19, 0.25], [0.1, 0.4], [0.26, 0.3])

x1
,
([0.15, 0.3], [0.2, 0.3], [0.3, 0.3])

x2
,

([0.25, 0.35], [0, 0.2], [0.2, 0.4])
x3


(8(s)
⊗̌8(t))(i2, i3) =


([0.18, 0.2], [0.1, 0.3], [0.1, 0.2])

x1
,
([0.14, 0.35], [0.1, 0.2], [0, 0.1])

x2
,

([0.25, 0.4], [0, 0.2], [0.1, 0.3])
x3

 .

Proposition 39: Let 8(s)
=

{
(a(s)i,x ,b

(s)
i,x )

x | x ∈ X
}
i∈I
={(

[a(s)i,1,x ,b
(s)
i,1,x ], [a

(s)
i,2,x ,b

(s)
i,2,x ], [a

(s)
i,3,x ,b

(s)
i,3,x ]

)
x | x ∈ X

}
i∈I
∈ I1XI

and 8(t)
=

{
(a(t)j,x ,b

(t)
j,x )

x | x ∈ X
}
j∈J
={(

[a(t)j,1,x ,b
(t)
j,1,x ], [a

(t)
j,2,x ,b

(t)
j,2,x ], [a

(t)
j,3,x ,b

(t)
j,3,x ]

)
x | x ∈ X

}
j∈J
∈ I1XJ .

Then the followings hold:
(1) ¬

(
8(s)
⊗̂8(t)

)
=
(
¬8(s)

)
⊗̌
(
¬8(t)

)
.

(2) ¬
(
8(s)
⊗̌8(t)

)
=
(
¬8(s)

)
⊗̂
(
¬8(t)

)
.

(3) ¬
(
8(s)
⊗̂8(t)

)
=̇
(
¬8(s)

)
⊗̌
(
¬8(t)

)
.

(4) ¬
(
8(s)
⊗̌8(t)

)
=̇
(
¬8(s)

)
⊗̂
(
¬8(t)

)
.

(5) ¬
(
8(s)
⊗̂8(t)

)
=̈
(
¬8(s)

)
⊗̌
(
¬8(t)

)
.

(6) ¬
(
8(s)
⊗̌8(t)

)
=̈
(
¬8(s)

)
⊗̂
(
¬8(t)

)
.

Proof: It is follows from Definitions 29, 35, and 37.

Proposition 40: Let 8(s)
=

{
(a(s)i,x ,b

(s)
i,x )

x | x ∈ X
}
i∈I

=

{(
[a(s)i,1,x ,b

(s)
i,1,x ], [a

(s)
i,2,x ,b

(s)
i,2,x ], [a

(s)
i,3,x ,b

(s)
i,3,x ]

)
x | x ∈ X

}
i∈I
∈

I1XI ,8(t)
=

{
(a(t)j,x ,b

(t)
j,x )

x | x ∈ X
}
j∈J
={(

[a(t)j,1,x ,b
(t)
j,1,x ], [a

(t)
j,2,x ,b

(t)
j,2,x ], [a

(t)
j,3,x ,b

(t)
j,3,x ]

)
x | x ∈ X

}
j∈J
∈ I1XJ ,

and 8(u)
=

{
(a(u)k,x ,b

(u)
k,x )

x | x ∈ X
}
k∈K
={(

[a(u)k,1,x ,b
(u)
k,1,x ], [a

(u)
k,2,x ,b

(u)
k,2,x ], [a

(u)
k,3,x ,b

(u)
k,3,x ]

)
x | x ∈ X

}
k∈K

∈

I1XK . Then the followings hold:
(1) 8(s)

⊗̂
(
8(t)
⊗̂8(u)

)
=
(
8(s)
⊗̂8(t)

)
⊗̂8(u).

(2) 8(s)
⊗̌
(
8(t)
⊗̌8(u)

)
=
(
8(s)
⊗̌8(t)

)
⊗̌8(u).

(3) 8(s)
⊗̂
(
8(t)
⊗̂8(u)

)
=̇
(
8(s)
⊗̂8(t)

)
⊗̂8(u).

(4) 8(s)
⊗̌
(
8(t)
⊗̌8(u)

)
=̇
(
8(s)
⊗̌8(t)

)
⊗̌8(u).

(5) 8(s)
⊗̂
(
8(t)
⊗̂8(u)

)
=̈
(
8(s)
⊗̂8(t)

)
⊗̂8(u).

(6) 8(s)
⊗̌
(
8(t)
⊗̌8(u)

)
=̈
(
8(s)
⊗̌8(t)

)
⊗̌8(u).

(7) 8(s)
⊗̂
(
8(t)
⊗̌8(u)

)
b
(
8(s)
⊗̂8(t)

)
⊗̌
(
8(s)
⊗̂8(u)

)
.

(8) 8(s)
⊗̌
(
8(t)
⊗̂8(u)

)
b
(
8(s)
⊗̌8(t)

)
⊗̂
(
8(s)
⊗̌8(u)

)
.

(9) 8(s)
⊗̂
(
8(t)
⊗̌8(u)

)
ḃ
(
8(s)
⊗̂8(t)

)
⊗̌
(
8(s)
⊗̂8(u)

)
.

(10) 8(s)
⊗̌
(
8(t)
⊗̂8(u)

)
ḃ
(
8(s)
⊗̌8(t)

)
⊗̂
(
8(s)
⊗̌8(u)

)
.

(11) 8(s)
⊗̂
(
8(t)
⊗̌8(u)

)
b̈
(
8(s)
⊗̂8(t)

)
⊗̌
(
8(s)
⊗̂8(u)

)
.

(12) 8(s)
⊗̌
(
8(t)
⊗̂8(u)

)
b̈
(
8(s)
⊗̌8(t)

)
⊗̂
(
8(s)
⊗̌8(u)

)
.

Proof: It is follows from Definitions 26, 28,
35 and 37.
In the following we introduce the definitions of union and

intersection of interval-valued picture fuzzy soft sets, give
some examples, and derive their properties.

Definition 41: Let 8(s)
=

{
(a(s)i,x ,b

(s)
i,x )

x | x ∈ X
}
i∈I
={(

[a(s)i,1,x ,b
(s)
i,1,x ], [a

(s)
i,2,x ,b

(s)
i,2,x ], [a

(s)
i,3,x ,b

(s)
i,3,x ]

)
x | x ∈ X

}
i∈I
∈ I1XI

and 8(t)
=

{
(a(t)j,x ,b

(t)
j,x )

x | x ∈ X
}
j∈J
={(

[a(t)j,1,x ,b
(t)
j,1,x ], [a

(t)
j,2,x ,b

(t)
j,2,x ], [a

(t)
j,3,x ,b

(t)
j,3,x ]

)
x | x ∈ X

}
j∈J
∈ I1XJ .

Then we define union8(s) d8(t) and intersection8(s) e8(t)

of 8(s) and 8(t) as follows:

(1) 8(s) d8(t)
=




[
a(s)k,1,x ∨ a

(t)
k,1,x , b

(s)
k,1,x ∨ b

(t)
k,1,x

]
,

[
a(s)k,2,x ∧ a

(t)
k,2,x ,

b(s)k,2,x ∧ b
(t)
k,2,x

]
,

[
a(s)k,3,x ∧ a

(t)
k,3,x , b

(s)
k,3,x ∧ b

(t)
k,3,x

]


x

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x ∈ X


k∈I∩J

(2) 8(s) e8(t)
=




[
a(s)k,1,x ∧ a

(t)
k,1,x , b

(s)
k,1,x ∧ b

(t)
k,1,x

]
,

[
a(s)k,2,x ∧ a

(t)
k,2,x ,

b(s)k,2,x ∧ b
(t)
k,2,x

]
,

[
a(s)k,3,x ∨ a

(t)
k,3,x , b

(s)
k,3,x ∨ b

(t)
k,3,x

]


x

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x ∈ X


k∈I∩J

.

Example 42: Suppose8(s) and8(t) are as in Example 27,
then 8(s) d8(t) and 8(s) e8(t) are given as follows:

(8(s) d8(t))(i1, i1) =


([0.2, 0.2], [0.3, 0.4], [0, 0.3])

x1
,
([0.1, 0.5], [0.1, 0.3], [0.1, 0.2])

x2
,

([0.3, 0.4], [0.2, 0.3], [0, 0.2])
x3

 ,

(8(s) d8(t))(i2, i2) =


([0.19, 0.25], [0.1, 0.4], [0.26, 0.3])

x1
,
([0.15, 0.3], [0.2, 0.3], [0.3, 0.3])

x2
,

([0.25, 0.35], [0, 0.2], [0.2, 0.4])
x3

 ,

(8(s) e8(t))(i1, i1) =


([0.1, 0.1], [0.3, 0.4], [0, 0.3])

x1
,
([0, 0.25], [0.1, 0.3], [0.2, 0.2])

x2
,

([0.2, 0.4], [0.2, 0.3], [0.1, 0.3])
x3

 ,

(8(s) e8(t))(i2, i2) =


([0.18, 0.2], [0.1, 0.4], [0.3, 0.35])

x1
,
([0.14, 0.22], [0.2, 0.3], [0.4, 0.42])

x2
,

([0.25, 0.3], [0, 0.2], [0.3, 0.5])
x3

 .

Proposition 43: Let 8(s)
=

{
(a(s)i,x ,b

(s)
i,x )

x | x ∈ X
}
i∈I

=

{(
[a(s)i,1,x ,b

(s)
i,1,x ], [a

(s)
i,2,x ,b

(s)
i,2,x ], [a

(s)
i,3,x ,b

(s)
i,3,x ]

)
x | x ∈ X

}
i∈I
∈

I1XI ,8(t)
=

{
(a(t)j,x ,b

(t)
j,x )

x | x ∈ X
}
j∈J
={(

[a(t)j,1,x ,b
(t)
j,1,x ], [a

(t)
j,2,x ,b

(t)
j,2,x ], [a

(t)
j,3,x ,b

(t)
j,3,x ]

)
x | x ∈ X

}
j∈J
∈ I1XJ ,

and 8(u)
=

{
(a(u)k,x ,b

(u)
k,x )

x | x ∈ X
}
k∈K
={(

[a(u)k,1,x ,b
(u)
k,1,x ], [a

(u)
k,2,x ,b

(u)
k,2,x ], [a

(u)
k,3,x ,b

(u)
k,3,x ]

)
x | x ∈ X

}
k∈K

∈

I1XK . Then the followings hold:
(1) 8(s) d8(s)

= 8(s).

(2) 8(s) d8(s)
=̇8(s).

(3) 8(s) d8(s)
=̈8(s).

(4) 8(s) d8(t)
= 8(t) d8(s).

(5) 8(s) d8(t)
=̇8(t) d8(s).
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(6) 8(s) d8(t)
=̈8(t) d8(s).

(7)
(
8(s) d8(t)

)
d8(u)

= 8(s) d
(
8(t) d8(u)

)
.

(8)
(
8(s) d8(t)

)
d8(u)

=̇8(s) d
(
8(t) d8(u)

)
.

(9)
(
8(s) d8(t)

)
d8(u)

=̈8(s) d
(
8(t) d8(u)

)
.

Proof: This proof is easily obtained from Definitions 28
and 41 (1).

Proposition 44: Let 8(s)
=

{
(a(s)i,x ,b

(s)
i,x )

x | x ∈ X
}
i∈I

=

{(
[a(s)i,1,x ,b

(s)
i,1,x ], [a

(s)
i,2,x ,b

(s)
i,2,x ], [a

(s)
i,3,x ,b

(s)
i,3,x ]

)
x | x ∈ X

}
i∈I
∈

I1XI ,8(t)
=

{
(a(t)j,x ,b

(t)
j,x )

x | x ∈ X
}
j∈J
={(

[a(t)j,1,x ,b
(t)
j,1,x ], [a

(t)
j,2,x ,b

(t)
j,2,x ], [a

(t)
j,3,x ,b

(t)
j,3,x ]

)
x | x ∈ X

}
j∈J
∈ I1XJ ,

and 8(u)
=

{
(a(u)k,x ,b

(u)
k,x )

x | x ∈ X
}
k∈K
={(

[a(u)k,1,x ,b
(u)
k,1,x ], [a

(u)
k,2,x ,b

(u)
k,2,x ], [a

(u)
k,3,x ,b

(u)
k,3,x ]

)
x | x ∈ X

}
k∈K

∈

I1XK . Then the followings hold:
(1) 8(s) e8(s)

= 8(s).

(2) 8(s) e8(s)
=̇8(s).

(3) 8(s) e8(s)
=̈8(s).

(4) 8(s) e8(t)
= 8(t) e8(s).

(5) 8(s) e8(t)
=̇8(t) e8(s).

(6) 8(s) e8(t)
=̈8(t) e8(s).

(7)
(
8(s) e8(t)

)
e8(u)

= 8(s) e
(
8(t) e8(u)

)
.

(8)
(
8(s) e8(t)

)
e8(u)

=̇8(s) e
(
8(t) e8(u)

)
.

(9)
(
8(s) e8(t)

)
d8(u)

=̈8(s) e
(
8(t) e8(u)

)
.

Proof: It is follows from Definitions 28 and 41 (2).

Proposition 45: Let 8(s)
=

{
(a(s)i,x ,b

(s)
i,x )

x | x ∈ X
}
i∈I
={(

[a(s)i,1,x ,b
(s)
i,1,x ], [a

(s)
i,2,x ,b

(s)
i,2,x ], [a

(s)
i,3,x ,b

(s)
i,3,x ]

)
x | x ∈ X

}
i∈I
∈ I1XI

and 8(t)
=

{
(a(t)j,x ,b

(t)
j,x )

x | x ∈ X
}
j∈J
={(

[a(t)j,1,x ,b
(t)
j,1,x ], [a

(t)
j,2,x ,b

(t)
j,2,x ], [a

(t)
j,3,x ,b

(t)
j,3,x ]

)
x | x ∈ X

}
j∈J
∈ I1XJ .

Then the followings hold:

(1) ¬
(
8(s) d8(t)

)
= (¬8(s)) e (¬8(t)).

(2) ¬
(
8(s) e8(t)

)
= (¬8(s)) d (¬8(t)).

(3) ¬
(
8(s) d8(t)

)
=̇(¬8(s)) e (¬8(t)).

(4) ¬
(
8(s) e8(t)

)
=̇(¬8(s)) d (¬8(t)).

(5) ¬
(
8(s) d8(t)

)
=̈(¬8(s)) e (¬8(t)).

(6) ¬
(
8(s) e8(t)

)
=̈(¬8(s)) d (¬8(t)).

Proof: It is follows from Definitions 28, 29 and 41.

Proposition 46: Let 8(s)
=

{
(a(s)i,x ,b

(s)
i,x )

x | x ∈ X
}
i∈I

=

{(
[a(s)i,1,x ,b

(s)
i,1,x ], [a

(s)
i,2,x ,b

(s)
i,2,x ], [a

(s)
i,3,x ,b

(s)
i,3,x ]

)
x | x ∈ X

}
i∈I
∈

I1XI ,8(t)
=

{
(a(t)j,x ,b

(t)
j,x )

x | x ∈ X
}
j∈J
={(

[a(t)j,1,x ,b
(t)
j,1,x ], [a

(t)
j,2,x ,b

(t)
j,2,x ], [a

(t)
j,3,x ,b

(t)
j,3,x ]

)
x | x ∈ X

}
j∈J
∈ I1XJ ,

and 8(u)
=

{
(a(u)k,x ,b

(u)
k,x )

x | x ∈ X
}
k∈K
={(

[a(u)k,1,x ,b
(u)
k,1,x ], [a

(u)
k,2,x ,b

(u)
k,2,x ], [a

(u)
k,3,x ,b

(u)
k,3,x ]

)
x | x ∈ X

}
k∈K

∈

I1XK . Then the followings hold:
(1) 8(s) d

(
8(t) e8(u)

)
=
(
8(s) d8(t)

)
e
(
8(s) d8(u)

)
.

(2) 8(s) e
(
8(t) d8(u)

)
=
(
8(s) e8(t)

)
d
(
8(s) e8(u)

)
.

(3) 8(s) d
(
8(t) e8(u)

)
=̇
(
8(s) d8(t)

)
e
(
8(s) d8(u)

)
.

(4) 8(s) e
(
8(t) d8(u)

)
=̇
(
8(s) e8(t)

)
d
(
8(s) e8(u)

)
.

(5) 8(s) d
(
8(t) e8(u)

)
=̈
(
8(s) d8(t)

)
e
(
8(s) d8(u)

)
.

(6) 8(s) e
(
8(t) d8(u)

)
=̈
(
8(s) e8(t)

)
d
(
8(s) e8(u)

)
.

Proof: It is follows from Definitions 28 and 41.
It is easy to extend the results of Section 3 based on the

following:

Definition 47: Let 8(s)
=

{
(a(s)i,x ,b

(s)
i,x )

x | x ∈ X
}
i∈I

=

{(
[a(s)i,1,x ,b

(s)
i,1,x ], [a

(s)
i,2,x ,b

(s)
i,2,x ], [a

(s)
i,3,x ,b

(s)
i,3,x ]

)
x | x ∈ X

}
i∈I

and

8(t)
=

{
(a(t)i,x ,b

(t)
i,x )

x | x ∈ X
}
i∈I
={(

[a(t)i,1,x ,b
(t)
i,1,x ], [a

(t)
i,2,x ,b

(t)
i,2,x ], [a

(t)
i,3,x ,b

(t)
i,3,x ]

)
x | x ∈ X

}
i∈I

belong to

I1XI . Then we can define the following nine operations
on I1XI :
(1) �8(s)

=

{
�[8(s)(i)]

}
i∈I
.

(2) 8(s)
(1) =

{
[8(s)

(1)(i)]
}
i∈I
.

(3) 8(s)
(2) =

{
[8(s)

(2)(i)]
}
i∈I
.

(4) 8(s)
(3) =

{
[8(s)

(3)(i)]
}
i∈I
.

(5) 8(s)
(4) =

{
[8(s)

(4)(i)]
}
i∈I
.

(6) 8(s)
⊕8(t)

=

{
[8(s)(i)]⊕ [8(t)(i)]

}
i∈I
.

(7) 8(s)
	8(t)

=

{
[8(s)(i)]	 [8(t)(i)]

}
i∈I
.

(8) 8(s) �8(t)
=

{
[8(s)(i)]� [8(t)(i)]

}
i∈I
.

(9) 8(s) �8(t)
=

{
[8(s)(i)] � [8(t)(i)]

}
i∈I
.

V. APPLICATION OF INTERVAL-VALUED PICTURE FUZZY
SOFT SET IN DECISION-MAKING
In this section, we propose, based on the interval-valued
picture fuzzy soft sets, a new approach for decision-making
problems.

Let X = {x1, x2, · · · , xp} be the set of option schemes,
I = {1, 2, · · · , q} the set of scheme parameters, and

8(i) =
{ (

[ai,1,x ,bi,1,x ],[ai,2,x ,bi,2,x ],[ai,3,x ,bi,3,x ]
)

x

∣∣∣∣ x ∈ X}
i∈I

the evaluation interval-valued picture fuzzy soft set (where
p, and q are natural numbers). Then we get the follow-
ing interval-valued picture fuzzy soft set decision-making
matrix (a deformation of 8), D(3)

q×p, as shown at the top
of the next page, where di,k,x = [ai,k,x , bi,k,x] (the eval-
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D(3)
q×p =

(
di,k,xj

)
q×3×p =



(
d1,1,x1 , d1,2,x1 , d1,3,x1

) (
d1,1,x2 , d1,2,x2 , d1,3,x2

)
· · ·

(
d1,1,xp , d1,2,xp , d1,3,xp

)(
d2,1,x1 , d2,2,x1 , d2,3,x1

) (
d2,1,x2 , d2,2,x2 , d2,3,x2

)
· · ·

(
d2,1,xp , d2,2,xp , d2,3,xp

)(
d3,1,x1 , d3,2,x1 , d3,3,x1

) (
d3,1,x2 , d3,2,x2 , d3,3,x2

)
· · ·

(
d3,1,xp , d3,2,xp , d3,3,xp

)
...

...
. . .

...(
dq,1,x1 , dq,2,x1 , dq,3,x1

) (
dq,1,x2 , dq,2,x2 , dq,3,x2

)
· · ·

(
dq,1,xp , dq,2,xp , dq,3,xp

)

 .

D(3)
q×p =



(
d1,1,x1 , d1,2,x1 , d1,3,x1

) (
d1,1,x2 , d1,2,x2 , d1,3,x2

)
· · ·

(
d1,1,xp , d1,2,xp , d1,3,xp

)(
d2,1,x1 , d2,2,x1 , d2,3,x1

) (
d2,1,x2 , d2,2,x2 , d2,3,x2

)
· · ·

(
d2,1,xp , d2,2,xp , d2,3,xp

)(
d3,1,x1 , d3,2,x1 , d3,3,x1

) (
d3,1,x2 , d3,2,x2 , d3,3,x2

)
· · ·

(
d3,1,xp , d3,2,xp , d3,3,xp

)
...

...
. . .

...(
dq,1,x1 , dq,2,x1 , dq,3,x1

) (
dq,1,x2 , dq,2,x2 , dq,3,x2

)
· · ·

(
dq,1,xp , dq,2,xp , dq,3,xp

)

.

uation of expert group k to scheme x on parameter i),
[ai,1,x , bi,1,x] is the degree of positive membership of scheme
x on parameter i in 8, [ai,2,x , bi,2,x] is the degree of
neutral membership of scheme x on parameter i in 8,

and [ai,3,x , bi,3,x] is the degree of negative membership of
scheme x on parameter i in 8 (clearly, bi,1,x + bi,2,x +
bi,3,x ≤ 1).

Replacing elements
(
di,1,x , di,2,x , di,3,x

)
ofD(3)

q×p by di,x =
3∑

k=1

(
bi,k,x − ai,k,x

)
, we get the following element-length

matrix Dq×p of D(3)
q×p:

Dq×p =


d1,x1 d1,x2 · · · , d1,xp
d2,x1 d2,x2 · · · , d2,xp
...

...
. . .

...

dq,x1 dq,x2 · · · , dq,xp

.

Define the max-decision d1(xj), the min-decision
d0(xj), and the score S(xj) of schemes xj as follows
(j = 1, 2, · · · , p):

d1(xj) =
q∑
i=1

(
1− di,xj

)2
, d0(xj) =

q∑
i=1

d2i,xj , and S(xj) =

d0(xj)
d1(xj)+d0(xj)

.

Then x̂ = argmax
{
S(x1), S(x2), · · · , S(xp)

}
will be the

best choice.9

The corresponding algorithm is as follow:
Algorithm II
Step 1: Input 8 ∈ I1XI .
Step 2: Write the interval-valued picture fuzzy soft set

decision-making matrix D(3)
q×p, as shown at the top of this

page.

9To understand the motivation behind this method, let ρ be the Euclidean

metric on Rq, 0 = (0, · · · , 0)T ∈ Rq, 1 = (1, · · · , 1)T ∈ Rq, and dj =

(d1,xj , d2,xj , · · · , dq,xj )
T
∈ Rq. Then S(xj) =

[ρ(ddd j,0)]2

[ρ(dj,1)]2+[ρ(ddd j,0)]2
(j =

1, 2, · · · , p).

Step 3: Compute and write the element-length matrix

(where di,x =
3∑

k=1

(
bi,k,x − ai,k,x

)
):

Dq×p =


d1,x1 d1,x2 · · · , d1,xp
d2,x1 d2,x2 · · · , d2,xp
...

...
. . .

...

dq,x1 dq,x2 · · · , dq,xp

.
Step 4:Compute the max-decision d1(xj), the min-decision

d0(xj), and the score S(xj) of schemes xj (j = 1, 2, · · · , p):

d1(xj) =
q∑
i=1

(
1− di,xj

)2
, d0(xj) =

q∑
i=1

d2i,xj , and S(xj) =

d0(xj)
d1(xj)+d0(xj)

.

Step 5: Determine the best choice

x̂ = argmax
{
S(x1), S(x2), · · · , S(xp)

}
.

We show that the principal and steps of the approach to
decision-making proposed in this paper using the following
example.
Example 48: Assume that a fund manager Mr. M

in a wealth management firm is assessing five poten-
tial investment opportunities x1, x2, x3, x4, x5 (let X =

{x1, x2, x3, x4, x5}). The firm mandates that the fund manager
has to evaluate the following three parameters i1, i2, i3 (let
I = {i1, i2, i3}), where i1 stands for the ‘risk’, i2 stands for the
‘growth’, and i3 stands for ‘environmental impacts’. For each
parameter i ∈ I , Mr. M invite three expert groups to evaluate
if xj the best opportunity of potential investment in view of i
(j = 1, 2, 3, 4, 5). The evaluation result can be described by
interval-valued picture fuzzy soft set 8 = {8i1 ,8i2 ,8i3} ∈

I1XI which is given as follows:

8i1 =



([0.2, 0.3], [0.1, 0.2], [0.19, 0.3])
x1

,
([0.1, 0.4], [0, 0.3], [0, 0.1])

x2
,

([0.2, 0.3], [0, 0.4], [0.1, 0.2])
x3

,
([0.1, 0.4], [0.1, 0.2], [0, 0.3])

x4
,

([0.1, 0.3], [0.2, 0.3], [0, 0.2])
x5


51250 VOLUME 7, 2019



A. M. Khalil et al.: New Operations on IVPFS, Interval-Valued Picture FSS and Their Applications

D(3)
3×5 =



(
[0.2, 0.3], [0.1, 0.2], [0.19, 0.3]

) (
[0.15, 0.2], [0.18, 0.2], [0.17, 0.4]

) (
[0.1, 0.29], [0.2, 0.4], [0.1, 0.25]

)(
[0.1, 0.4], [0, 0.3], [0, 0.1]

) (
[0.19, 0.3], [0.17, 0.2], [0, 0.1]

) (
[0.2, 0.4], [0.3, 0.5], [0, 0.1]

)(
[0.2, 0.3], [0, 0.4], [0.1, 0.2]

) (
[0.13, 0.4], [0.2, 0.3], [0.1, 0.3]

) (
[0.1, 0.4], [0.3, 0.4], [0.1, 0.2]

)(
[0.1, 0.4], [0.1, 0.2], [0, 0.3])

) (
[0.1, 0.4], [0, 0.4], [0.1, 0.1]

) (
[0.2, 0.3], [0.2, 0.6], [0, 0.1]

)(
[0.1, 0.3], [0.2, 0.3], [0, 0.2]

) (
[0.19, 0.4], [0.15, 0.2], [0, 0.3]

) (
[0.1, 0.25], [0.19, 0.2], [0, 0.3]

)


.

8i2 =



([0.15, 0.2], [0.18, 0.2], [0.17, 0.4])
x1

,
([0.19, 0.3], [0.17, 0.2], [0, 0.1])

x2
,

([0.13, 0.4], [0.2, 0.3], [0.1, 0.3])
x3

,
([0.1, 0.4], [0, 0.4], [0.1, 0.1])

x4
,

([0.19, 0.4], [0.15, 0.2], [0, 0.3])
x5



8i3 =



([0.1, 0.29], [0.2, 0.4], [0.1, 0.25])
x1

,
([0.2, 0.4], [0.3, 0.5], [0, 0.1])

x2
,

([0.1, 0.4], [0.3, 0.4], [0.1, 0.2])
x3

,
([0.2, 0.3], [0.2, 0.6], [0, 0.1])

x4
,

([0.1, 0.25], [0.19, 0.2], [0, 0.3])
x5


.

Here we explain the practice meaning of 8 by taking the
value 8i1 (x1) for example: the interval valued [0.2, 0.3] in
8i1 (x1) is the evaluation of expert group 1 to ‘if x1 the best
opportunity of potential investment in view of risk’ which
indicates that 20% say yes but 30% say no, and the interval
valued [0.1, 0.2] in8i1 (x1) is the evaluation of expert group 2
to ‘if x1 the best opportunity of potential investment in view
of risk’ which indicates that 10% say yes but 20% say no,
and the interval valued [0.19, 0.3] in8i1 (x1) is the evaluation
of expert group 3 to ‘if x1 the best opportunity of potential
investment in view of risk’ which indicates that 19% say
yes but 30% say no. Thus we can write the interval-valued
picture fuzzy soft set decision-making matrix D(3)

3×5 in Step 2
of Algorithm II, D(3)

3×5, as shown at the top of this page.
Then we get the following element-length matrix D3×5 of

D(3)
3×5 in Step 3 of Algorithm II:

D3×5 =


0.31 0.3 0.54
0.7 0.24 0.5
0.6 0.57 0.5
0.7 0.7 0.6
0.5 0.56 0.46

.
By computing we obtain the max-decision d1(xj), the min-

decision d0(xj), and the score S(xj) of schemes xj (j =
1, 2, 3, 4, 5):
d1(x1) = 1.7777, d1(x2) = 0.9176, d1(x3) = 0.5949,

d1(x4) = 0.34, d1(x5) = 0.7352; d0(x1) = 0.4777, d0(x2) =
0.7976, d0(x3) = 0.9349, d0(x4) = 1.34, d0(x5) = 0.7752;
S(x1) = 0.2118, S(x2) = 0.4650, S(x3) = 0.6111, S(x4) =
0.7976, S(x5) = 0.5132.
Finally, we know from Step 5 that x4 is the best choice.

VI. CONCLUSIONS
In this paper, we study and define new operations of IVPFSs
and interval-valued picture fuzzy soft sets. The basic proper-
ties of the interval-valued picture fuzzy soft sets are also intro-
duced and discussed. Subsequently, we give a new approach

to decision-making problem based on the interval-valued
picture fuzzy soft set matrix by analyzing the limitations and
advantages in the existing literature. The decision steps of
the decision-making method are constructed. The proposed
approach will yield an objective decision result based on
information from the decision problem only. An illustrative
example is used to show the applicability of the interval-
valued picture fuzzy soft sets to solve the fuzzy decision-
making problems. In the future, the present work can be
extended to present some new aggregation and information
measures to solve some group decision-making problem
under diverse fuzzy environment [43]–[46].
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