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ABSTRACT The method based on the two-stream networks has achieved great success in video action
recognition. However, most existing methods employ the same structure for both spatial and temporal
networks, leading to unsatisfied performance. In this paper, we propose a spatiotemporal heterogeneous
two-stream network, which employs two different network structures for spatial and temporal information,
respectively. Specifically, the Residual network (ResNet) and BN-Inception are utilized as the base networks
to present the spatiotemporal characteristics of different human actions. In addition, a segmental architecture
is employed to model long-range temporal structure over video sequences to better distinguish the similar
actions owning sub-action sharing phenomenon. Moreover, combined with the strategy of data augment,
a modified cross-modal pre-training strategy is proposed and applied to the spatiotemporal heterogeneous
network to improve the final performance of human actions recognition. The experiments on UCF101 and
HMDB51 datasets demonstrate the proposed spatiotemporal heterogeneous two-stream network outper-
forms the spatiotemporal isomorphic networks and other related methods.

INDEX TERMS Action recognition, spatiotemporal heterogeneous, two-stream networks, ResNet, long-

range temporal structure, training strategies.

I. INTRODUCTION
As one of the most popular research directions in the field
of computer vision, human action recognition has attracted
extensive attentions from research and industrial communi-
ties. It plays an important role in video surveillance, behavior
analysis, smart home, video retrieval, human-computer intel-
ligent interaction, etc. However, human action recognition
is still facing major challenges due to various limitations
such as viewpoint changes, background clutter, and different
illumination conditions. In recent years, the use of deep Con-
volutional Networks (ConvNets) [1] resulted in a tremendous
breakthrough on image and speech recognition, in terms of
performance. Computer vision researchers have since then
sought to transfer the use of ConvNets to human action
recognition [2]-[23].

Compared to the success of the image field, deep learning
develops relatively slowly in the field of video based action
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recognition. There are two main reasons. First, compared
with the massive image datasets, the scale and diversity of
video data are not enough. Thus, it is difficult to build a large-
scale tagged video database for training depth networks.
Second, compared to 2D images, videos contain additional
temporal information introducing more complex analysis
works than images.

To solve the aforementioned challenges, video action
recognition based on deep ConvNets made many attempts
in recent years and achieved rapid development. Karpathy
et al. [2] compared several ConvNet architectures for action
recognition, and the corresponding training process was car-
ried out on a very large Sports-1M dataset. Tran et al. [3]
introduced a method based on the 3-dimensional convolu-
tional network for action recognition. Simonyan et al. [4]
proposed a method based on a two-stream network leading
to better performance. Although these methods utilized tem-
poral information in the video to some extent, they only paid
attentions to short-term movement changes, without captur-
ing long-range temporal information of the video. To address
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FIGURE 1. The spatiotemporal heterogeneous two-stream network based on long-range temporal structure modeling.

this issue, Wang et al. [5] proposed a Temporal Segment Net-
work (TSN) to extract the long-range temporal information
from the video data.

In this paper, we propose a network architecture based on
a two-stream network for human action recognition. Inspired
by the two-stream hypothesis [4], the two-stream network is
designed with two identical stream structure to extract the
spatial and temporal information of a video, respectively.
Subsequently, the extracted information from the two streams
are fused using the late fusion strategy [4] and each stream
is implemented by an independent ConvNet. Specifically,
the spatial stream works on a single RGB image, and the tem-
poral stream takes a stack of consecutive optical flow fields
as inputs. For the previous approaches based on two-stream
networks [4]-[6], [16]-[19], both the spatial and temporal
networks share the same network structure. Nevertheless,
since human recognizing and understanding of appearance
and motion are two completely different processes, a satis-
fied design of spatial and temporal networks should not be
identical. To solve this issue, in this paper, a spatiotemporal
heterogeneous two-stream network is proposed for human
action recognition. Also, to extract the long-range temporal
information from video sequences, the idea of video seg-
mentation [5] is introduced to the proposed spatiotemporal
heterogeneous network. The network architecture is shown
in Fig. 1 on the next page. From Fig. 1, at first, a video is
divided into three segments. Then the short snippets are ran-
domly sampled form the corresponding segment, which will
be utilized in the spatiotemporal heterogeneous two-stream
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network to capture the initial action category scores. The cor-
responding initial category scores are fused to obtain the final
score, which is a video-level prediction. In addition, modified
cross-modal pre-training and data augmentation technologies
are also adopted in this architecture. It can exploit the massive
tagged image data and avoid the limitation of the dataset in
sample size and label noise. During the experiments, it is
observed that the performance of the spatiotemporal hetero-
geneous two-stream network is better than the spatiotemporal
isomorphic network.

The contributions of this paper are summarized as follows.

(a) A novel spatiotemporal heterogeneous two-stream
architecture is proposed. The performance of spa-
tiotemporal heterogeneous networks and spatiotempo-
ral isomorphic networks is explored through related
experiments. The appropriate network structures are
obtained for spatial and temporal networks.

(b) Residual network (ResNet) and BN-Inception are intro-
duced to the proposed spatiotemporal heterogeneous
two-stream network to extract more spatiotemporal
features.

(c) The strategy of video segmentation processing in TSN
is introduced, which can leverage the long-range tem-
poral information in the video.

(d) The modified cross-modal pre-training and data
enhancement techniques are adopted to enable spatial
and temporal networks to make the best use of the vast
amount of tagged image data, avoiding sample size
limitations.
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Experimental results on standard video datasets UCF101 and
HMDBS51 demonstrate that the proposed method is superior
to state-of-the-art methods proposed in [4]-[6].

Il. RELATED WORKS

Recently, deep ConvNets have been widely used in the fields
of speech recognition and image recognition, achieving com-
petitive performance. Computer vision researchers seek to
transfer the success of these deep ConNets from speech
and image recognition to video action recognition. In deep
learning, video action recognition based methods are mainly
divided into three categories: 1) Action recognition based on
the 3D convolutional network. 2) Action recognition based
on the recurrent neural network. 3) Action recognition based
on the two-stream network.

A. 3D CONVOLUTIONAL NETWORK

Tran et al. [3] constructed a network using 3D convolution
and 3D Pooling to extend the convolution kernel to the time
domain. The convolution is performed simultaneously in both
the spatial domain and the temporal domain. Although both
the spatial and temporal domains are taken into account by
this method, the related computational cost and model storage
are too huge. Qiu et al. [7] reformed the 3D convolution
and proposed a Pseudo-3D Residual Net (P3D ResNet). They
replaced 3 x 3 x 3 convolutions with 1 x 3 x 3 convolution
filters and 3 x 1 x 1 convolutions filters. The former is
used to obtain the characteristics of the spatial dimension,
and the latter is used to capture the characteristics of the
temporal dimension information. Different from traditional
3D convolutional networks, this architecture successfully
improves the performance on video recognition tasks. Diba
et al. [8] proposed a “Temporal 3D ConvNet” (T3D) for
action recognition which employed a 3D DesnseNet-based
architecture and a new temporal layer “Temporal Transition
Layer” (TTL) to simulate variable time convolution kernel
depth. However, this method is challenged on the ground that
it is only evaluated on several RGB frames, and ignored the
temporal information which is crucial in the video analysis.

B. RECURRENT NEURAL NETWORKS

Motivated by the recent success of LSTM in sequence mod-
eling [9], [10], more and more research is trying to employ
LSTM in video action recognition. Donahue et al. [11] pro-
posed a Long-term Recurrent Convolutional Neural Network
(LRCN) which uses the CNN to extract the spatial charac-
teristics and then feeds the characteristics into the LSTM net-
work for extracting time information. Differential LSTM [12]
added a new gating into LSTM to keep track of the deriva-
tives of the memory states to discover patterns within salient
motion patterns. Other researchers have applied the LSTM to
motion analysis using human skeletal data. For instance, Zhu
et al. [13] proposed a mixed-norm regularization term to the
cost function of the deep LSTM network to introduce the co-
occurrence characteristics of the joints in the actions into the
LSTM network. Liu et al. [14] focused on the adjacent joints
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in the skeleton, which divided the body into smaller parts than
the previous work. Later, a tree-based traversal approach is
used to extend LSTM to the spatiotemporal domain. How-
ever, due to the additional parameters of LSTM and the
differences between video and speech [15], LSTM has not
yet shown its good capacity in video action recognition.

C. THE TWO-STREAM NETWORK

Simonyan et al. [4] proposed a two-stream network, includ-
ing RGB and optical flow channels together. It operates on
the single RGB image and continuous optical flow frames
respectively with the softmax scores from the temporal and
spatial stream fused in the end. Wang et al. [16] proposed
Trajectory-Pooled Deep-Convolutional Descriptors (TDDs),
which combines two-stream network and trajectory features.
It is a successful example of combining deep neural network
and shallow local features. Feichtenhofer et al. [17] improved
the two-stream network by exploring better methods to fuse
spatial and temporal streams. They found that combining the
two streams in the convolutional layer can better simulate the
correlation of spatial and temporal stream rather than average
the score of softmax layer. Wang et al. [5] introduced the
Temporal Segmentation Network and further improved the
performance by using multi-modality input. Wang et al. [18]
proposed a novel spatiotemporal pyramid network, which
combined the spatial and temporal features by introducing
spatiotemporal compact bilinear operator and hierarchical
fusion strategies. Feichtenhofer et al. [6] combined the two-
stream network with the ResNet and extended ResNet from
two-dimension to three-dimension. Furthermore, the resid-
ual connection is introduced from the motion stream to the
appearance stream, which increases the interaction between
two streams. Ji et al. [19] proposed an end-to-end architecture
to handle with the joint actor-action semantic segmentation
problem in a video. In terms of the part of action recognition,
they employ a two-stream network with temporal aggrega-
tion. From the aforementioned algorithms, the two-stream
network is efficient to be applied to video action recognition
especially with limited training data.

Furthermore, there are some other types of methods
besides the above three types of methods. For example,
Zhu W et al. [20] improved the accuracy of action recognition
by mining the key volume in the video. Sharma et al. [21]
proposed the Visual Attention Model, which introduced
the idea of attention mechanism into action recognition.
Sengupta et al. [22] introduced a pillar network for action
recognition by combining a four-stream convolutional neural
network (2 ResNet and 2 Inception networks) with multi-
kernels based support-vector-machines (SVM). Furthermore,
Sengupta et al. [23] improved the pillar network, and pro-
posed pillar networks++4- by using a Gaussian Process clas-
sifier to improve the accuracy of action recognition. In this
paper, our work is built with a spatiotemporal heterogeneous
two-stream network, and some improvements are introduced
to take advantages of longer-range temporal information and
richer spatial information in the video.
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FIGURE 2. Spatiotemporal heterogeneous two-stream network.

IIl. TECHNICAL APPROACH

In this section, the proposed network architecture is
presented. First, the spatiotemporal heterogeneous two-
stream network architecture is proposed. Then the Resid-
ual network (ResNet) and BN-Inception are reviewed and
introduced to the proposed spatiotemporal heterogeneous
two-stream network as the base networks. After that, the idea
of video segmentation in TSN is introduced to the spatiotem-
poral heterogeneous two-stream network to model the long-
range temporal structure of video sequences. Finally, training
strategies for optimizing the network are given.

A. SPATIOTEMPORAL HETEROGENEOUS TWO-STREAM
NETWORKS

1) TWO-STREAM ARCHITECTURE

It is known that videos can be represented by spatial
and temporal components, respectively. According to the
two-stream hypothesis [24], the human visual cortex con-
tains two channels of information: the ventral stream (cor-
responding to object recognition) and the dorsal stream
(corresponding to motion recognition). Simonyan et al. [4]
proposed a two-stream method to extract the spatial and
temporal/motion information from a video. For the spatial
information, it can be conveyed through RGB frames. Motion
information, which is the changes between adjacent frames,
can be expressed in the form of dense optical flow. Corre-
spondingly, each stream is processed with an independent
and identical deep ConvNet. Specifically, while the spatial
stream is implemented with a single RGB image, the input
of the temporal stream is the continuous optical flow frames
with horizontal and vertical directions. The length (L) of the
flow frames is fixed to 10 frames such that the total length
of the flow frames with horizontal and vertical directions is
set to 2L = 20 frames [4]. Then, two streams are trained
separately, and the scores of the softmax layer in two streams
are fused together to obtain the final classification decision.
Two different fusion methods including direct averaging and
SVM are considered in [4] to handle the scores from the
softmax levels.

In this subsection, a spatiotemporal heterogeneous two-
stream network is proposed on the basis of the two-stream
network. In the spatiotemporal heterogeneous network, dif-
ferent network architectures are applied to spatial and tem-
poral streams shown in Fig. 2. From Fig. 2, there are two
motivations for designing spatiotemporal heterogeneous two-
stream networks. 1) when the spatial and temporal streams
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in the two-stream network share the same network struc-
ture (spatiotemporal isomorphism), a great number of redun-
dant information will be generated when the two streams
are merged. 2) since human recognizing and understanding
of appearance and movement are two completely different
processes, the network structure for spatial and temporal
should be different. Through a great number of experiments,
it is observed that the performance of spatiotemporal hetero-
geneous networks is better than spatiotemporal isomorphic
networks.

B. BASE NETWORK

In section III.A, we have established a spatiotemporal het-
erogeneous two-stream network. It is known that a good
video representation network should be able to extract more
discriminant spatial and temporal information. Previous stud-
ies [25], [26] have shown that deeper CNNs can extract more
discriminant information. Yu et al. [26] used deconvolution
to realize feature visualization and made related analysis on
visual information stored in different layers. Through com-
parison of CNNs with different depths, they found that deeper
CNN is better at extracting the discriminant information,
which improves the prediction performance. Furthermore,
recent studies [27], [28] show that the depth of the network
plays a vital role in visual representation. As a new deep neu-
ral networks model, Residual networks (ResNet) [25], [29]
solves the problem of degradation [30] caused by the deep-
ening of network layers effectively. Therefore, to explore
the potential of the spatiotemporal heterogeneous two-stream
network to the greatest extent, ResNet is introduced to the
proposed spatiotemporal heterogeneous two-stream network
as the base network to extract spatial and temporal features.
Moreover, the BN-Inception network which improves net-
work performance by increasing network depth and width
is employed as the base network. In what follows, Residual
networks and BN-Inception will be presented, respectively.

1) RESIDUAL NETWORKS

To extract more discriminant information, ResNet [25], [29]
with deep layers is employed as one of the base networks.
As the number of network layers deepens, the degradation
problem will occur. To solve this problem, He et al. [25]
proposed the residual network. Instead of directly fitting a
desired underlying mapping H (x), they trained a deep net-
work by fitting a residual mapping F'(x) := H(x) — x [25].
The residual units are defined as [25]:

X1 = o + F(x; Wp)). e

where x; and x;41 are the input and output of the /-th layer.
F(x;; Wp) is a nonlinear residual mapping represented by
convolutional filter weights W) = {W; x|1<k<k} with K €
{2, 3}, and o represents the ReLU function [31]. The main
advantage of the residual unit is that the shortcut connection
allows the signal to propagate directly from the first layer to
any layers in the network, breaking the convention that the
output of (n-1)-th layer of traditional neural networks can
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only be used as input for the n-th layer. Therefore, the gradient
can skip the intermediate layer and propagate directly from
the loss layer to any shallow layer, avoiding the problem
of gradient explosion and disappearance. More importantly,
the shortcut connection does not introduce extra parameters
and computational complexity at all. ResNet adopts batch
normalization (BN) [32] after each convolution but before
activation layer. It not only solves the problem of covariate
shift but also speeds up the convergence of the network [25].
At the ending of the network, a global average pooling layer
and softmax layer are adopted together instead of the fully
connected layers plus softmax. It reduces the number of
parameters effectively. In addition, the algorithm utilizes the
bottleneck structure to reduce the computational complexity
and guarantee the final performance.

2) BN-INCEPTION

The BN-Inception [32] network is also employed as the base
network, which is an improvement on GoogleLeNet [28].
Unlike the traditional ConvNet, the biggest change of
GoogleLeNet is to put forward the Inception structure and
construct the network through the superposition of Inception
modules. It improves the network performance by increasing
width and depth of the network. Sergey et al. [32] further
improved the architecture of GoogleLeNet and proposed
BN-Inception network. The main contribution of the BN-
Inception is to replace the 5 x 5 convolution in the previous
inception module with two 3 x 3 convolutions. It not only
reduces the number of parameters but also establishes more
nonlinear transformations, enhancing the network’s ability to
learn features. On the other hand, by adding the BN layer, the
output of each layer is normalized to the normal distribution
of N(0,1), reducing the Internal Covariate Shift.

Since ResNet can extract more features by increasing
the number of layers [25] and the BN-Inception network
can improve network performance by increasing depth and
width [32], ResNet and BN-Inception are taken as the base
network of spatiotemporal heterogeneous two-stream net-
work in this paper. Then the appropriate network structure
is achieved for the temporal and spatial networks through
experiments to maximize the potential of the spatiotemporal
heterogeneous two-stream network. For the original two-
stream network [4], the base network is VGG-M-2048 [33],
and the two streams share the same network structure. Feicht-
enhofer et al. [17] replaced VGG-M-2048 with VGG-16 [27],
which further improved the performance. To extract more
spatial and temporal information, ResNet and BN-Inception
are taken as the base network to construct a deeper hetero-
geneous two-stream network in this paper. Compared with
VGG network, ResNet has fewer filters and lower com-
putational complexity. Although the depth of the ResNet
is increased, the computational complexity of the ResNet-
152 (11.3 billion FLOPs) is still less than that of VGG-16
(15.3 billion FLOPs) and VGG-19 (19.6 billion FLOPs). The
computational complexity of ResNet-50 and ResNet-101 is
only 3.8 billion FLOPs and 7.6 billion FLOPs [25]. Besides,
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compared with the 3D two-stream residual network in [6],
although the residual network used in this paper is two-
dimensional, the performance is comparable to that in [6],
and the number of parameters is less than the number in the
3D residual network. Specifically, the total number of model
parameters of the ST-ResNetx model (using 50-layer ResNet)
trained on splitl of UCF101 is 234M [6] while the parameters
of the spatial and temporal network are 182M in this paper.

C. MODELING LONG-RANGE TEMPORAL STRUCTURE

For the general two-stream network, there is an obvious
challenge that it is difficult to model a long-range temporal
structure. The main reason is that the traditional two-stream
network [4] only works on a single frame (spatial network)
or a stack of frames (temporal network). Therefore, it can-
not extract the long-range temporal information effectively.
Nevertheless, it is known that the long-range temporal infor-
mation in the video plays more important roles for action
recognition [34], [35]. For example, basketball shooting and
basketball dunk may be similar to each other in a short time,
but existing considerable differences in a long-range period.
Therefore, it will result in misjudgments only with a small
piece of a video, leading to unsatisfied performance. Inspired
by the TSN [5], the idea of video segmentation is adopted to
improve the performance of the proposed spatiotemporal het-
erogeneous two-stream network and extract the long-range
temporal information from video sequences.

First, a video is divided into three segments at equal inter-
vals [5], expressed as {y1, y2, y3}. Then, we randomly sample
short snippets {x, x2, x3} from the corresponding segment,
and the short snippets are sent to the spatiotemporal heteroge-
neous two-stream network to obtain the initial action category
scores. After that, the initial category scores are fused by
averaging to obtain category consensus among short snippets.
Finally, based on this consensus, the softmax function is uti-
lized to predict the probability to each category. The modeling
of the short snippets is written as follows,

Jf(x1,x2, x3) = S(G(F (x1; W), F(x2; W), F(x3; W))). (2)

where F(x1; W) represents a ConvNet function with a
parameterW, with G indicating averaging, and S being the
softmax function.

The final loss function of category consensus g =
G(F(x1; W), F(xp; W), F(x3; W)) is defined as follows,

Liy.g =—Y yi(gi—log) expg). 3)
i=1 j=1

where n denotes the number of action categories and y;
denotes the real label of class i. g; = G(Fi(x1; W), Fi(x2; W),
Fi(x3; W)) is the category consensus score of class i, which
is obtained by averaging the scores of the same category for
the three short snippets. In this paper, three short snippets
are used to jointly optimize the model parameter W. In the
process of back-propagation, the gradient of W with respect
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to the loss value L can be derived as follows,

OL(,8) L~ 3G OF(x)

oW og —OF () W

“

Then, the related model parameters are learned by mini-batch
stochastic gradient descent. As can be seen in Eq. 4, the
category consensus g of three short snippets is employed to
update the parameters. With this optimization method, the
video-level model parameters can be learned to obtain the
long-range temporal information.

D. NETWORK TRAINING STRATEGIES

Since the sample size of datasets used for action recogni-
tion is too small and the label noise is too large, it easily
leads to over-fitting problem when training deep ConvNets.
In this paper, a modified cross-modal pre-training and data
enhancement strategies are employed together to solve the
aforementioned challenges in video action recognition.

1) MODIFIED CROSS-MODAL PRE-TRAINING

Previous works [4], [5], [36] show that using the pre-training
model on ImageNet [37] to initialize the deep ConvNet with
insufficient dataset can improve the accuracy and accelerate
convergence effectively. Since the spatial network takes RGB
images as input, the pre-training model on ImageNet [37] can
be adopted directly to initialize the spatial network. However,
since the input of the temporal network is a stacked optical
flow frame. The distribution of optical flow and RGB images
and the content expressed by them exhibits a wide gap. There-
fore, the temporal network cannot directly be pre-trained on
the image dataset. In this paper, we put forward a modified
cross-modal pre-training to initialize the temporal network.
The detailed steps are described as follows. First, the optical
flow field is mapped by a linear transformation [5] so that the
range of the optical flow field is the same as the RGB image.
Because the RGB image has three channels, but the inputs
of temporal network in this paper are 10 optical flow frames
(including horizontal and vertical directions). To adapt to the
number of input channels in the temporal network, the weight
of the first convolutional layer of the RGB model needs to
be modified. Previous methods mostly average the weight of
RGB channel and then copy the weight to make it adapt to the
number of channels in the temporal network. Different from
previous methods, the modified cross-modal pre-training in
this paper firstly trains the temporal network from scratch
and then takes the weight of its first convolutional layer
to replace the first convolutional layer weight of the RGB
model. Finally, the modified weights are used to initialize the
temporal network. The comparison is given in TABLE 1.

2) DATA AUGMENTATION

When the size of the dataset is inadequate, the data augmenta-
tion technology is often employed to increase the diversity of
samples, preventing over-fitting. Horizontal flipping, corner
cropping, and scale jittering [27] are used to expand the
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TABLE 1. Comparison between modified cross-modal pre-training and
the method in [5].

Spatial Network: The input is an RGB frame (possessing
three channels), and the kernel size of the first convolution
layer Convl is (64, 3,7, 7).

Temporal Network: The input in this paper is 2L=10
optical flow frames (including x, y directions), and the
kernel_size of the first convolution layer Convl is (64, 10,

Question
Description 77 .
The problem to be solved: Spatial networks can be
initialized directly using the pre-training model on
ImageNet. To enable the temporal network to use the pre-
training model, the first convolution layer conv1 of the pre-
training model needs to be modified to fit the dimension of
the first convolution layer conv1 of the temporal network.
Method The method in [5] The proposed method
Average the parameters Fine tune the parameters of
Stepl of the 3 channels of convl, and obtain the
convl kernel size (64,10,7,7)
The average value is The conv1 parameters
saved to the new obtained from the fine-tuning
convolution kernel are saved to the new
Step2

convl*, and the
kernel_size is expanded
to (64,10,7,7).

convolution kernel conv1*,
and the final kernel_size is
(64,10,7,7).

dataset. For corner cropping, we extract the area from the
corner or center of the image, thus avoiding the default focus
on the center of the image. Scale jittering fixes the size of the
input image or optical flow field as 256 x 340. The width
and height of the cropped area are randomly selected from
{256, 224, 192, 168}. Finally, these cropped areas are resized
to 224 x 224 for training. Random horizontal flip is used in
all our training steps.

IV. EXPERIMENTS

In this section, we first briefly introduce the datasets in
our experiments. Then, the performance of spatiotemporal
isomorphism and spatiotemporal heterogeneous networks is
evaluated, respectively. After that, effectiveness of the mod-
ified cross-modal pre-training strategy proposed in IIL.D is
verified. Experimental results and analysis are given in the
last subsection.

A. DATASETS

To verify the effectiveness of the proposed approach,
the network architecture is evaluated on UCF101 [38] and
HMDBS51 [39] datasets. UCF101 and HMDBS51 are two
challenging action datasets, which contain several complex
actions. There are many uncontrolled scene changes in the
videos. The UCF101 dataset is composed of fully annotated
video clips from YouTube, including 101 types of actions and
13320 video clips. Each video clip lasts 3-10 seconds with an
average of 100-300 frames. The HMDBS51 dataset comprises
6766 video clips, which covers 51 action categories. All
the videos are collected from various sources, mostly from
movies, and a small part from YouTube and Google videos.
For both datasets, we follow the provided evaluation protocol
and use standard training/testing splits. We first explore and
evaluate our proposed architecture on splitl of the UCF-101
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TABLE 2. The performance of spatiotemporal heterogeneous and spatiotemporal isomorphism networks on UCF101 (split1).

Network Architectures Spatial Temporal Two-Stream
spatio_ResNet50+temporal ResNet50 83.6% 84.6% 92.9%
spatio ResNet101+temporal ResNet50 83.4% 84.6% 93.6%
spatio_ResNet152+temporal ResNet50 85.5% 84.6% 93.1%
spatio_ResNet101+temporal BN-Inception 83.4% 88.1% 94.3%

dataset. To compare with state-of-the- art methods, the aver-
age recognition accuracy on three splits of both UCF-101 and
HMDB-51 are reported.

B. SETTING UP

1) TRAINING

The mini-batch stochastic gradient descent algorithm is used
to learn the weights of the network. The batch size is set
to 256 and the L2 norm of the gradient is limited to 40.
In addition, the weight decay and the momentum are set to
0.0005 and 0.9, respectively. The network weights are initial-
ized by pre-training on ImageNet, and the temporal network
is initialized by the method described in Section III. C. For
the spatial network, the base learning rate is set to 0.0001. The
learning rate is reduced by 10 times in every 15000 iterations,
and the training stops at 36000 iterations. In terms of the time
network, the learning rate is initialized to 0.0001, which is
decreased by 10 times after 20000 and 32000 iterations. The
maximum iteration is set to 40000. The method of [40] is
used to calculate the optical flows, and all experiments are
implemented based on the Caffe platform [41].

2) TESTING
During the testing, we followed the test scheme of the original
two-stream ConvNets [4]. 25 RGB frames or optical flow
stacks are sampled from the action video in an equal time
interval. For every sampled frame, 10 ConvNet inputs are
obtained by cropping four corners, one center, and their hori-
zontal flipping. In this paper, the weighted averaging is used
to fuse spatial and temporal networks. The weight ratio of
the spatial network and the temporal network is set to 1:1.5,
which refers to the setting of weight ratio in [5]. Moreover,
we find that 1:1.5 is the best weight ratio by experiments.
The related codes have been released at https://github.com/
baixuexue/Spatiotemporal_Heterogeneous_Two-stream
_Network.

C. EXPLORATION AND EVALUATION
In this subsection, we first evaluate the proposed network
structure and compare the performance of spatiotemporal het-
erogeneous with spatiotemporal isomorphic networks. Then,
the modified cross-modal pre-training strategy proposed in
III.D is evaluated in experiments, demonstrating the effec-
tiveness of the proposed method. All experiments in this
subsection are performed on UCF-101 (splitl) dataset.

This paper divides the spatiotemporal heterogeneity into
two types, including the same type networks of different
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TABLE 3. Evaluation of different training strategies for temporal network
on the UCF101 dataset (split1).

Training strategy ResNet50 BN-Inception
From Scratch 79.8% 81.7%
Pre-training strategy in [5] 83.4% 86.6%
Modified cross-modal pre- 84.6% 88.1%

training (ours)

depths, and the different types of networks. ResNet-50,
ResNet-101, ResNet-152 [25] and BN-Inception [32] are
employed for the testing. Experimental results are tabulated
in TABLE 2. The performance on three different network
architectures is compared as following: (1) Spatial and tem-
poral networks with the same structure. (2) Spatial and tem-
poral networks with different depths networks but the same
structure. (3) Spatial and temporal networks with different
network structures. During experiments, we found that the
performance of temporal network using ResNet-50 is bet-
ter than ResNet-101 and ResNet-152. From TABLE 2, it is
observed that the performance of spatial and temporal net-
works with the same structure but different depths is bet-
ter than the spatiotemporal isomorphic network. From the
fused results of two-stream, ResNet-101 is the best choice
for the spatial network. When the ResNet-101 is chosen as
a spatial network and a different structure BN-Inception is
selected as a temporal network, it achieves 94.31% accuracy
on splitl of UCF101. Experiments show that the performance
of spatiotemporal heterogeneous networks is better than that
of spatiotemporal isomorphic networks.

To demonstrate the effectiveness of the modified cross-
modal pre-training strategy proposed in III.D, experiments
are carried out on ResNet50 and BN-Inception respec-
tively with different strategies. Specifically, three cases are
presented as follows: (1) training temporal network from
scratch (2) using the method in [5] to train temporal network
(3) using our modified cross-modal pre-training strategy to
train temporal network. In this paper, we train the temporal
network in these three cases, and the accuracy of the tem-
poral network is reported, respectively. The experiments are
performed on UCF-101 (splitl) dataset and the results are
summarized in TABLE 3. From TABLE 3, the strategy of
using pre-training to initialize a deep ConvNet can bring great
accuracy improvement than training from scratch. In addi-
tion, by comparing the last two rows of TABLE 3, it can be
found that the strategy of using the modified cross-modal pre-
training method can improve the accuracy by 1.2% and 1.5%
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TABLE 4. recognition accuracy over 3 splits of UCF101 and HMDB51.

Method UCF101 HMDBS51
Improved dense o 0
trajectories(IDT)[42] 85.9% 37:2%
Two-Stream[4] 88.0% 59.4%
Two-stream Fusion [17] 92.5% 65.4%
TDD[16] 90.3% 63.2%
RNN+FV[43] 88.0% 54.3%
C3D [3] 85.2% -
ActionVLAD [44] 92.7% 66.9%
Factorized ConvNet [45] 88.1% 59.1%
P3D ResNet + IDT[7] 93.7% -
TSN (2 modalities)[5] 94.0% 68.5%
T3D+TSN[8] 93.2% 63.5%
ST-ResNet*[6] 93.4% 66.4%
Our-s ( spatlgtemporal 93.9% 65.3%
isomorphism)
Ours ( spatlotfamporal 04.4% 67.2%
heterogeneity )

on ResNet50 and BN-Inception in [5], respectively. Experi-
mental results demonstrate the effectiveness of the modified
cross-modal pre-training strategy proposed in this paper.

D. COMPARISON WITH STATE-OF-THE-ART

In this subsection, the optimal accuracy obtained in the exper-
iment is compared with state-of-the-art methods. The aver-
age recognition accuracies over the three splits of UCF-101
and HMDB-51 are reported, respectively. The experimental
results are summarized in TABLE 4. From TABLE 4, for UCF
101 dataset, the proposed method outperforms other state-
of-the-art methods. Moreover, compared with the original
two-stream method [4] and ST-ResNet* [6], the accuracy
has been improved by 6.4% and 1.0%, respectively. For
HMDBS51 dataset, the proposed method is also competitive to
the optimal method. Again, compared with the original two-
stream method [4] and ST-ResNet* [6], the accuracy has been
improved by 7.8% and 0.8%, respectively.

Experimental results demonstrate the effectiveness of
our proposed spatiotemporal heterogeneous two-stream net-
work based on long-range temporal structure modeling.
More importantly, the performance of the spatiotemporal
heterogeneous two-stream network is improved to a cer-
tain extent compared with spatiotemporal isomorphism two-
stream network, improved by 0.5% and 1.9% on UCF101 and
HMDB51, respectively.

V. CONCLUSION

In this paper, a spatiotemporal heterogeneous two-stream
network for human motion recognition is proposed. Since
human recognizing and understanding of appearance and
motion are two completely different processes, we improve
the existing two-stream method and design different network
structures to extract spatial and temporal information. The
performance of spatiotemporal isomorphic and spatiotempo-
ral heterogeneous two-stream networks is explored through
experiments. During the experiments, it is found that the
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performance of spatiotemporal heterogeneous networks is
better than that of spatiotemporal isomorphic networks.
To release the potential of the spatiotemporal heterogeneous
network to a larger extent, ResNets and BN-Inception are
employed as the basic networks, extracting more appearance
and motion characteristics. Furthermore, a long-range tempo-
ral structure is built to extract long-range temporal informa-
tion of the video. Finally, a modified cross-modal pre-training
and data augment strategies are employed to improve the final
performance. Throughout the end-to-end training, the system
has brought performance improvement on both HMDB51 and
UCF101 datasets.
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