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ABSTRACT In this paper, we consider a Q-learning-based power allocation strategy for a secure physical-
layer system under dynamic radio environments. In such a system, the transmitter sends the information to
the receiver threatened by M (M ≥ 2) intelligent attackers which have several attack modes and will bring
out the severe issue of information security. To safeguard the system security, we formulate the insecure
problem as a stochastic game which consists ofM + 1 players: the transmitter which can flexibly choose its
transmit power, andM smart attackers that can determine their attack types. Then, the Nash equilibria (NEs)
of the physical-layer secure game are derived, and their existence conditions are taken into account. The
simulation results show that the proposed power allocation strategy in the stochastic game can efficiently
suppress the attack rate of smart attackers even if there exist multiple smart attackers.

INDEX TERMS Q-learning, power allocation, smart attacks, stochastic game.

I. INTRODUCTION
In recent years, there has been a tremendous trend in the
development of wireless communication technology [1]–[4],
and user’s demands for the transmission performance of
wireless communication have been continuously increasing
[5]–[8]. Hence, it is of vital importance to safeguard the
secure transmission from the physical-layer of wireless trans-
mission [9], [10]. Due to the natural openness and broadcast
characteristics, wireless communication is vulnerable to be
threatened by the attackers in networks [11], [12]. The smart
attackers can use smart and programmable radio devices to
flexibly select their attack types, such as eavesdropping [13]
and jamming [14]–[16]. For example, the attacker can select
to overhear the secure message when it is close to the trans-
mitter, while it can select to interfere with the receiver when it
is close to the receiver. In this way, the attacker can efficiently
attack the legitimate users, which results in the severe issue
of information leakage.

In order to safeguard the wireless communication, rein-
forcement learning has been applied into the wireless net-
works to improve the secrecy performance [17]–[21]. For
example, the authors in [17] studied the reinforcement
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learning to suppress the smart jamming attack, and the
authors in [18] investigated a transmission game against
smart attacks such as eavesdropping, jamming and spoofing.
The authors in [19] introduced a mobile offloading game,
where the security agent could help the mobile user to ensure
its offloading rate under the attack from a smart attacker.
In addition to the reinforcement learning, deep learning is
recently used in the field of wireless communication, which
opens a new research direction on the combination of the
machine learning and wireless communication [22]–[29]. For
example, the authors in [23] investigated a deep learning
scheme for super-resolution channel estimation based mas-
sive multiple-input multiple-output (MIMO) system, and the
authors in [22] and [28] applied deep learning to the non-
orthogonal multiple access (NOMA) system.

The works above considered the secure threaten from only
one smart attacker. However, in the practical wireless net-
works, there are maybe multiple attackers, which severely
degrade the network secrecy performance. Hence, it is quite
of importance to safeguard the network security against mul-
tiple smart attackers, which motivates our research. More-
over, we consider some common attack modes and choose
to use the two typical attack modes, i.e., eavesdropping and
jamming.
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In this paper, we investigate a Q-learning based physical-
layer secure game, in which multiple smart attackers can
perform silent, eavesdropping and jamming attacks. The
transmit power of the transmitter can be adaptively adjusted
to improve the network secrecy performance. To this end,
the Q-learning based power allocation strategy is adopted by
the transmitter to choose the current transmit power, which
is based on the previous actions of all attackers. Especially,
the Nash equilibria (NEs) of the physical-layer secure game
are analyzed, where the players obtain high utilities, and no
one is willing to change the strategy to break the equilibrium.
The sequential interaction among the transmitter and attack-
ers is modeled as a Stackelberg game [30], in which the trans-
mitter firstly chooses the transmit power, and then the attacker
determines its attack mode based on the transmit power and
attack modes of other attackers. In further, we derive the
NEs of this secure game and the existing conditions are
also given. Simulation results are finally provided to demon-
strate that the proposed scheme can efficiently decrease the
attack rate of attackers and improve the network secrecy
performance.

The main contributions of this work can be summarized as
follows:
• We formulate a physical-layer secure game against mul-
tiagent attacks, and investigate the interaction among the
transmitter and multiple smart attackers.

• We derive the NEs of the physical-layer secure
game, and provide the existing conditions of the
equilibria.

• We apply the Q-learning based power allocation strat-
egy under dynamic radio environments to improve the
security and reduce the attackers’ attack rate.

We organize the rest of this paper as follows. We present
the system model in Section II. In Section III, we formu-
late the physical-layer secure game, and we investigate a
power allocation policy in Section IV. In Section V, we pro-
vide the simulation results and give some conclusions in
Section VI.

II. SYSTEM MODEL
We consider a secure communication system, shown in Fig. 1,
consisting of a transmitter (Alice), a receiver (Bob) and M

FIGURE 1. A secure communication system under multiple attackers,
where the black, red and blue lines represent the main, eavesdropping
and jamming links, respectively.

smart attackers (attacker 1, . . ., attacker M ), in which they
are all equipped with a single antenna, due to the limitation
in antenna size [31]–[33]. Alice communicates with Bob
through the main link, and its transmit power is denoted by
P ∈ [0,Pmax], where Pmax is defined as the maximum trans-
mit power. The smart attacker m (m ∈ [1,M ]) chooses its
attack mode, among the silent, eavesdropping and jamming
modes. And we assume that the attackers don’t cooperate
with each other in the game. Let qm denote the specific attack
mode of the attacker m, where qm ∈ {0, 1, 2}. Specifically,
attacker m keeps silent when qm = 0; it overhears the
Alice’s signals when qm = 1; and it transmits jamming
signals to block the transmission of the main link when
qm = 2.
Alice sends a normalized signal xa to Bob, and then Bob

receives the signal yb,

yb = habxa + nb, (1)

where hab ∼ CN (0, σ 2
ab) is the channel parameter of the main

link and nb ∼ CN (0, σ 2
n ) is the additive white Gaussian noise

(AWGN) at Bob. The details about the effect of noise on the
transmission performance can be found in the literature, such
as works [34]–[37].

Without loss of generality, we consider two smart attackers,
Eve1 and Eve2, so that M = 2. As q1 and q2 vary in {0,
1, 2}, there are totally 9 attack cases, which are detailed as
follows:
• When q1 = 0 and q2 = 0 hold, Eve1 and
Eve2 choose to keep silent. According to the Shannon
theory [38], the secrecy data rate of the main link can be
written as

R0,0 = log2(1+
P|hab|2

σ 2
n

). (2)

• When q1 = 1 and q2 = 0 hold, Eve1 chooses to
overhear the message, while Eve2 selects to keep silent.
The received signal at Eve1 is

yE1 = hae1xa + ne1, (3)

where hae1 ∼ CN (0, σ 2
ae1) is the channel parameter from

Alice to Eve1 link and ne1 ∼ CN (0, σ 2
n ) is the AWGN

at Eve1. Thus, the achievable secrecy data rate can be
written as

R1,0 = log2(1+
P|hab|2

σ 2
n

)− log2(1+
P|hae1|2

σ 2
n

).

(4)

• When q1 = 2 and q2 = 0 hold, Eve1 chooses to transmit
the jamming signals to block the Alice’s signals at Bob,
while Eve2 selects to keep silent. The received signal at
Bob is

yJ1 = habxa + he1xa + nb, (5)

where he1 ∼ CN (0, σ 2
e1) is the channel parameter from

Eve1 to Bob link. Thus, the achievable secrecy data rate

VOLUME 7, 2019 49213



Y. Xu et al.: Q-Learning Based Physical-Layer Secure Game Against Multiagent Attacks

can be written as

R2,0 = log2(1+
P|hab|2

σ 2
n + PJ1|he1|2

), (6)

where PJ1 is the jamming power of Eve1.
• When q1 = 0 and q2 = 1 hold, Eve1 chooses to keep
silent, while Eve2 selects to overhear the message. The
received signal at Eve2 is

yE2 = hae2xa + ne2, (7)

where hae2 ∼ CN (0, σ 2
ae2) is the channel parameter from

Alice to Eve2 link and ne2 ∼ CN (0, σ 2
n ) is the AWGN

at the Eve2. Thus, the achievable secrecy data rate can
be written as

R0,1 = log2(1+
P|hab|2

σ 2
n

)− log2(1+
P|hae2|2

σ 2
n

). (8)

• When q1 = 1 and q2 = 1 hold, Eve1 and Eve2 choose to
overhear the message. Eve1 receives the signal yE1, and
Eve2 receives the signal yE2. Accordingly, the achiev-
able secrecy data rate can be written as

R1,1= log2(1+
P|hab|2

σ 2
n

)

− max[log2(1+
P|hae1|2

σ 2
n

), log2(1+
P|hae2|2

σ 2
n

)].

(9)

• When q1 = 2 and q2 = 1 hold, Eve1 chooses to
transmit the jamming signals to block the Alice’s signals
at Bob and block Eve2’s eavesdropping signals at the
same time. Eve2 selects to overhear the message. The
received signal at Eve2 becomes

y′E2 = hae2xa + hexa + ne2, (10)

where he ∼ CN (0, σ 2
e ) is the channel parameter from

Eve1 to Eve2 link. The achievable secrecy data rate can
be written as

R2,1=log2(1+
P|hab|2

σ 2
n +PJ1|he1|2

)−log2(1+
P|hae2|2

σ 2
n +PJ1|he|2

).

(11)

• When q1 = 0 and q2 = 2 hold, Eve1 chooses to
keep silent, while Eve2 selects to transmit the jamming
signals to block the Alice’s signals at Bob. The received
signal at Bob becomes

yJ2 = habxa + he2xa + nb, (12)

where he2 ∼ CN (0, σ 2
e2) is the channel parameter from

Eve2 to Bob link. Accordingly, the achievable secrecy
data rate can be written as

R0,2 = log2(1+
P|hab|2

σ 2
n + PJ2|he2|2

), (13)

where PJ2 is the jamming power of Eve2.
• When q1 = 1 and q2 = 2 hold, Eve1 chooses to
overhear the message, while Eve2 selects to transmit the

jamming signals to block the Alice’s signals at Bob and
block Eve1’s eavesdropping signals at the same time.
The received signal at Eve1 becomes

y′E1 = hae1xa + hexa + ne1. (14)

The achievable secrecy data rate can be written as

R1,2 = log2(1+
P|hab|2

σ 2
n +PJ2|he2|2

)

− log2(1+
P|hae1|2

σ 2
n +PJ2|he|2

). (15)

• When q1 = 2 and q2 = 2 hold, Eve1 and
Eve2 choose to transmit the jamming signals to block
the Alice’s signals at Bob. The received signal at Bob
becomes

yJ = habxa + he1xa + he2xa + nb. (16)

The achievable secrecy data rate can be written as

R2,2 = log2(1+
P|hab|2

σ 2
n + PJ1|he1|2 + PJ2|he2|2

). (17)

In this paper, we set the noise variance σ 2
n to unity. And

in the subsequent sections, the noise variance σ 2
n will be

replaced by 1 directly.

III. PHYSICAL-LAYER SECURE GAME
In this section, the physical-layer secure game with multi-
ple attackers is studied, and this problem is formulated as
a stochastic game. In this game, Alice flexibly selects its
transmit power P, Eve1 determines its attack type q1, and
Eve2 determines its attack type q2.
The cost of Eve1’s attack with mode q1 is given by

f (q1) =


0, q1 = 0,
θe1, q1 = 1,
θj1, q1 = 2,

where θe1 and θj1 are the cost of Eve1 to perform eavesdrop-
ping and jamming, respectively.

Similarly, the cost of Eve2’s attack with mode q2 is written
as

f (q2) =


0, q2 = 0,
θe2, q2 = 1,
θj2, q2 = 2,

where θe2 and θj2 are the cost of Eve2 to perform eavesdrop-
ping and jamming, respectively. Let ua denote the utility of
Alice in the static game, given by

ua(P, q1, q2) = ln 2Rq1,q2 − CaP, (18)

where Ca is the cost of unit transmit power for Alice. For the
convenience of calculation, we multiply the secrecy data rate
by the coefficient ln 2 in (18).
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Let ue1 denote the utility of Eve1, which is given by

ue1(P, q1, q2) = − ln 2Rq1,q2 − f (q1). (19)

Similarly, the utility of Eve2 is given by

ue2(P, q1, q2) = − ln 2Rq1,q2 − f (q2). (20)

The NE strategy of the stochastic game denoted by
(P∗, q∗1, q

∗

2) is given by

3ua(P∗, q∗1, q
∗

2)≥ ua(P, q
∗

1, q
∗

2), ∀0 ≤ P ≤ Pmax . (21)

ue1(P∗, q∗1, q
∗

2) ≥ ue1(P∗, q1, q∗2), ∀q1=0, 1, 2. (22)

ue2(P∗, q∗1, q
∗

2) ≥ ue2(P∗, q∗1, q2), ∀q2=0, 1, 2. (23)

From (21)-(23), it is obvious that Alice and all attackers
cannot obtain more utility by changing their NE strategies.
Thus, no one has the motivation to break the equilibrium of
the stochastic game. We can deduce the NE by finding the
optimal value, which makes each player achieve the maxi-
mum utility under the current environment. An NE (x∗, 0, 0)
result is given in the following Lemma 1.
Lemma 1: An NE (x∗, 0, 0) of the physical-layer secure

stochastic game is given by
|hab|2

1+ x∗|hab|2
= Ca, (24a)

0 ≤ x∗ ≤ Pmax . (24b)

If 

θE1 ≥ ln(1+ x∗|hae1|2), (25a)

θJ1 ≥ ln(1+
x∗PJ1|hab|2|he1|2

1+ PJ1|he1|2 + x∗|hab|2
), (25b)

θE2 ≥ ln(1+ x∗|hae2|2), (25c)

θJ2 ≥ ln(1+
x∗PJ2|hab|2|he2|2

1+ PJ2|he2|2 + x∗|hab|2
), (25d)

|hab|2

1+ Pmax |hab|2
< Ca < |hab|2. (25e)

Proof: If (25a)-(25d) hold, from (19) and (20), we have

ue1(x∗, 0, 0)− ue1(x∗, 1, 0)

= θE1 − ln(1+ x∗|hae1|2) ≥ 0,

ue1(x∗, 0, 0)− ue1(x∗, 2, 0)

= θJ1 − ln(1+
x∗PJ1|hab|2|he1|2

1+ PJ1|he1|2 + x∗|hab|2
) ≥ 0,

ue2(x∗, 0, 0)− ue2(x∗, 0, 1)

= θE2 − ln(1+ x∗|hae2|2) ≥ 0,

ue2(x∗, 0, 0)− ue2(x∗, 0, 2)

= θJ2 − ln(1+
x∗PJ2|hab|2|he2|2

1+ PJ2|he2|2 + x∗|hab|2
) ≥ 0.

Thus, (22) and (23) hold for (x∗, 0, 0). From (18), we have

∂ua(P, 0, 0)
∂P

=
|hab|2

1+ P|hab|2
− Ca, (26)

∂u2a(P, 0, 0)
∂P2

= −
|hab|4

(1+ P|hab|2)2
≤ 0, (27)

which indicates that ∂ua(P, 0, 0)/∂Pmonotonically decreases
with respect to P. If (25e) holds, from (26), we have

∂ua(P, 0, 0)
∂P

|P=0 = |hab|2 − Ca > 0, (28)

∂ua(P, 0, 0)
∂P

|P=Pmax =
|hab|2

1+ Pmax |hab|2
− Ca < 0. (29)

From (27)-(29), it is obvious that there exists a unique solu-
tion x∗ which satisfies ∂ua(P, 0, 0)/∂P = 0, 0 ≤ x∗ ≤ Pmax .
Thus, (24a) is the unique solution of ∂ua(P, 0, 0)/∂P = 0.
From (28)-(29), we can see that ua(P, 0, 0) increases with
P if P ≤ x∗ while decreases otherwise. Thus, ua(P, 0, 0)
achieves the maximum value at P = x∗, and (21) also holds
for (x∗, 0, 0). More details about the NE strategy can be found
in [39]–[41].

As shown in Lemma 1, if (25a)-(25d) hold (i.e., the costs of
eavesdropping and jamming attacks are higher than the trans-
mission costs of Alice), the attack motivation of attackers
is suppressed. Otherwise, Alice stops the transmission when
(25e) holds. In other words, Alice will stop the transmission
under the circumstances that radio channel degradation is
serious and the security cannot be guaranteed.

In the following Lemma 2, we give an NE (Pmax , 0, 0)
result. The other NEs results are provided in Appendix.
Lemma 2: The stochastic game has an NE (Pmax , 0, 0), if

θE1 ≥ ln(1+ Pmax |hae1|2), (30a)

θJ1 ≥ ln(1+
PmaxPJ1|hab|2|he1|2

1+ PJ1|he1|2 + Pmax |hab|2
), (30b)

θE2 ≥ ln(1+ Pmax |hae2|2), (30c)

θJ2 ≥ ln(1+
PmaxPJ2|hab|2|he2|2

1+ PJ2|he2|2 + Pmax |hab|2
), (30d)

|hab|2

1+ Pmax |hab|2
≥ Ca. (30e)

Proof: Similar to the proof of Lemma 1, if (30a)-(30d)
hold, by (19) and (20), we have

ue1(Pmax , 0, 0)− ue1(Pmax , 1, 0)

= θE1 − ln(1+ Pmax |hae1|2) ≥ 0,

ue1(Pmax , 0, 0)− ue1(Pmax , 2, 0)

= θJ1 − ln(1+
PmaxPJ1|hab|2|he1|2

1+ PJ1|he1|2 + Pmax |hab|2
) ≥ 0,

ue2(Pmax , 0, 0)− ue2(Pmax , 0, 1)

= θE2 − ln(1+ Pmax |hae2|2) ≥ 0,

ue2(Pmax , 0, 0)− ue2(Pmax , 0, 2)

= θJ2 − ln(1+
PmaxPJ2|hab|2|he2|2

1+ PJ2|he2|2 + Pmax |hab|2
) ≥ 0.

Thus, (22) and (23) hold for (Pmax , 0, 0). From (27) and (30e),
we can easily conclude that ∂ua(P, 0, 0)/∂P monotonically
decreases with P, and

∂ua(P, 0, 0)
∂P

≥
∂ua(P, 0, 0)

∂P
|P=Pmax ≥ 0, ∀0 ≤ P ≤ Pmax ,

(31)
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which indicates that (21) holds for (Pmax , 0, 0). Hence, (Pmax ,
0, 0) is an NE of the game.

As shown in Lemma 2, high attack costs in (30a)-
(30d), or low transmission costs in (30e) will make Alice
select the maximum transmit power to transmit the signals.

IV. POWER ALLOCATION POLICY UNDER MULTIPLE
ATTACKERS
In the dynamic physical-layer secure game, we employ the Q-
learning based power allocation strategy for Alice to choose
the transmit power flexibly. Moreover, through Q-learning,
Eve1 and Eve2 can learn their attack modes to gain a large
utility. At the beginning of the game, Alice randomly selects
a value for the transmit power as its action, and by observ-
ing the Alice’s action, Eve1 selects an attack mode as its
action. Then, by observing the actions of Alice and Eve1,
Eve2 selects an attack mode as its action.

Algorithm 1: Q-Learning Based Power Allocation Algorithm
1: Initialize all parameters
2: for each time slot n do
3: Update the system state sn = [qn−11 , qn−12 ]
4: Choose the transmit power Pn using the ε-greedy pol-

icy
5: Observe the attack types of two attackers sn and the

utility of Alice ua
6: Update the Q function:

Q(sn,Pn) = (1 − α)Q(sn,Pn) + α(ua(sn,Pn) +
γV (snC1))

7: Find the optimal value function:
V (sn) = max

0≤P≤Pmax
Q(sn,P)

8: end for

As shown in Algorithm 1, the Q-learning based power
allocation algorithm for the considered physical-layer secure
game is presented. In line 3 of Algorithm 1, the system state
at time n is formed by attack modes of all attackers at the
previous time, i.e., sn = [qn−11 , qn−12 ]. Specifically, qn1 and
qn2 denote the attack modes of the Eve1 and Eve2 at time
n, respectively. In line 4, Alice uses the ε-greedy policy to
choose the transmit power Pn among L + 1 levels at time
n, namely Pn ∈ {lPmax/L}0≤l≤L . Moreover, Alice randomly
selects an action with probability ε, while chooses the best
action with probability 1− ε. In line 6, Q(sn,Pn) denotes the
Q function of Alice, where α ∈ [0, 1] denotes the learning
rate and γ ∈ [0, 1] represents the discount factor. In line 7,
V (sn) denotes the optimal value function, which indicates the
maximum value of Q(sn,P).

V. SIMULATION RESULTS
In this section, we provide some simulation results to show
the impact of multiple smart attackers on the system secrecy
performance. As a commonly-used setting, the average chan-
nel gain of themain link, σ 2

ab, is set to 1.2, the average channel
gains of the eavesdropping link, σ 2

ae1 and σ 2
ae2, are set to

0.5 and 1, the average channel gains of the jamming link,
σ 2
e1 and σ 2

e2, are set to 2 and 1.5, and the average channel
gain from the Eve1 to Eve2 link, σ 2

e , is set to 1.6. Moreover,
the jamming power at the Eve1, PJ1, is set to 3.2, and the jam-
ming power at the Eve2, PJ2, is set to 2.9. In further, the costs
of Eve1 and Eve2 to perform the eavesdroppingmode, θe1 and
θe2, are set to 2.5 and 2.8, respectively. Similarly, the costs of
Eve1 and Eve2 to perform the jamming mode, θj1 and θj2, are
set to 3.2 and 2.9, respectively. Furthermore, the cost of unit
transmit power for Alice, Ca, is set to 0.1.

Fig. 2 shows the average utility of Alice and the two
attackers with Q-learning, where the time slot ranges from
0 to 8000. We perform 104 times of the experiments, and
use the average value to show in Fig. 2. As observed from
Fig. 2, we can find that all the utility curves increase sharply
from 0 to 3000 time slots. After 3000 time slots, the lines
trend to be steady, which means that all players have obtained
high utilities, and the secure game has reached a steady state.
Moreover, the average utility of Eve1 is larger than that of
Eve2. This is because that Eve1 is closer to Alice, and it is
easier to overhear the Alice’s signals.

FIGURE 2. Average utility of Alice and the two attackers with Q-learning.

FIGURE 3. Average secrecy data rate of the considered system.

Fig. 3 illustrates the average secrecy data rate of the consid-
ered system over 8000 time slots, wherewe perform 104 times
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FIGURE 4. Attack rates of Eve1 and Eve2 over time slot.

of simulation to obtain the average value. From Fig. 3, we can
find that the system secrecy data rate becomes larger when the
time slot increases. Moreover, the secrecy data rate can reach
to about 1.7 bps/Hz, when the time slot is large sufficiently.
This indicates that the Q-learning based power allocation
strategy can guarantee the security of the considered system,
even if there exist multiple smart attackers.

Fig. 4 demonstrates the average attack rates of Eve1 and
Eve2 over 8000 time slots, where we perform 104 times of
simulation to obtain the average rate. As shown in Fig. 4,
we can find that the probability that Eve1 chooses to perform
eavesdropping or jamming becomes smaller with a larger
time slot. In particular, the probability becomes convergent
to a steady value when the time slot is larger than 5000.
Moreover, all the attack rates of Eve1 and Eve2 at the time
slot of 8000 are quite low, indicating that the proposed policy
works well. In further, the eavesdropping rate of Eve1 is
higher than that of Eve2, since Eve1 is closer to Alice com-
pared with Eve2. Furthermore, the jamming rate of Eve1 is
lower than that of Eve2, as Eve2 is closer to Bob compared
with Eve1.

VI. CONCLUSIONS
In this paper, we investigated the stochastic physical-layer
secure game with multiple smart attackers, and the NEs of the
game and their existence conditions were derived. Moreover,
we employed the Q-learning based power allocation algo-
rithm to help Alice choose its transmit power flexibly, and
the attackers could learn how to choose their attack modes
better through Q-learning. Simulation results showed that the
proposed scheme can efficiently improve the secrecy data
rate and suppress the smart attackers’ attack rate, even if
there exist multiple smart attackers. The advantage of this
algorithm is that we can find the optimal value through
Q-table. Correspondingly, the disadvantages are that the
learning time is long and the convergence speed is slow. Espe-
cially, when there are many state-action pairs in the game,
the Q-table will become large, and it is complex to implement
this algorithm. In the future works, we will improve the
algorithm by reducing the implementation complexity, and

consider the location change of attackers [42]–[44]. More-
over, other intelligent algorithms [45]–[47] will be consid-
ered for further enhancing the transmission security for this
system.

APPENDIX
Lemma 3: An NE (x∗, 1, 0) of the stochastic game is given

by 
|hab|2

1+ x∗|hab|2
−

|hae1|2

1+ x∗|hae1|2
= Ca, (32a)

0 ≤ x∗ ≤ Pmax . (32b)

If

θE1 ≤ ln(1+ x∗|hae1|2), (33a)

θE1−θJ1≤ ln(
1+x∗|hae1|2

1+x∗|hab|2
)+ln(1+

x∗|hab|2)
1+PJ1|he1|2

),

(33b)

θE2 ≥ max[1, ln(1+
x∗|hae2|2 − x∗|hae1|2

1+ x∗|hae1|2
)], (33c)

θJ2 ≥ ln(1+
x∗|hae1|2

1+PJ2|he|2
)−ln(1+

x∗|hab|2

1+PJ2|he2|2
)

− ln(
1+ x∗|hae1|2

1+ x∗|hab|2
), (33d)

|hae1|2 ≤ |hab|2,

|hab|2

1+Pmax|hab|2
−

|hae1|2

1+Pmax|hae1|2
<Ca< |hab|2−|hae1|2.

(33e)

Proof: The proof can be referred to that of Lemma 1.
Lemma 4: The stochastic game has an NE (Pmax , 1, 0), if

θE1 ≤ ln(1+ Pmax |hae1|2), (34a)

θE1−θJ1≤ ln(
1+Pmax |hae1|2

1+Pmax |hab|2
)+ln(1+

Pmax |hab|2

1+PJ1|he1|2
),

(34b)

θE2 ≥ max[1, ln(
1+ Pmax |hae2|2

1+ Pmax |hae1|2
)], (34c)

θJ2 ≥ ln(1+
Pmax |hae1|2

1+PJ2|he|2
)−ln(1+

Pmax |hab|2

1+PJ2|he2|2
)

− ln(
1+ Pmax |hae1|2

1+ Pmax |hab|2
), (34d)

|hae1|2 ≤ |hab|2,

|hab|2

1+ Pmax |hab|2
−

|hae1|2

1+ Pmax |hae1|2
≥ Ca. (34e)

Proof: Similar to the proof of Lemma 2.
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Lemma 5: An NE (x∗, 2, 0) of the stochastic game is given
by


|hab|2

1+ PJ1|he1|2x∗|hab|2
= Ca, (35a)

0 ≤ x∗ ≤ Pmax . (35b)

If



θJ1 ≤ ln(1+
x∗PJ1|hab|2|he1|2

1+ PJ1|he1|2 + x∗|hab|2
), (36a)

θE1 − θJ1≥ln(
1+x∗|hae1|2

1+x∗|hab|2
)+ln(1+

x∗|hab|2

1+PJ1|he1|2
),

(36b)

θE2 ≥ ln(1+
x∗|hae2|2

1+ PJ1|he1|2
), (36c)

θJ2≥ ln(1+
x∗|hab|2

1+PJ1|he1|2
)−ln(1+

x∗|hab|2

1+PJ1|he1|2+PJ2|he2|2
),

(36d)

|hab|2

1+PJ1|he1|2+Pmax |hab|2
<Ca<

|hab|2

1+PJ1|he1|2
. (36e)

Proof: The proof can be referred to that of Lemma 1.
Lemma 6: The stochastic game has an NE (Pmax , 2, 0), if



θJ1 ≤ ln(1+
PmaxPJ1|hab|2|he1|2

1+ PJ1|he1|2 + Pmax |hab|2
), (37a)

θE1−θJ1≥ln(
1+Pmax |hae1|2

1+Pmax |hab|2
)+ln(1+

Pmax |hab|2

1+PJ1|he1|2
),

(37b)

θE2 ≥ ln(1+
Pmax |hae2|2

1+ PJ1|he1|2
), (37c)

θJ2≥ ln(1+
Pmax|hab|2

1+PJ1|he1|2
)−ln(1+

Pmax|hab|2

1+PJ1|he1|2+PJ2|he2|2
),

(37d)

|hab|2

1+ PJ1|he1|2 + Pmax |hab|2
≥ Ca. (37e)

Proof: Similar to the proof of Lemma 2.
Lemma 7: An NE (x∗, 0, 1) of the stochastic game is given

by


|hab|2

1+ x∗|hab|2
−

|hae2|2

1+ x∗|hae2|2
= Ca, (38a)

0 ≤ x∗ ≤ Pmax . (38b)

If



θE1 ≥ max[ln(
1+ x∗|hae1|2

1+ x∗|hae2|2
), 1], (39a)

θJ1 ≥ ln(1+
x∗|hae2|2

PJ1|he|2
)− ln(1+

x∗|hab|2

PJ1|he1|2
)

− ln(
1+ x∗|hae2|2)
1+ x∗|hab|2

), (39b)

θE2 ≤ ln(1+ x∗|hae2|2), (39c)

θE2−θJ2≤ ln(
1+x∗|hae2|2

1+x∗|hab|2
)+ln(1+

x∗|hab|2

1+PJ2|he2|2
),

(39d)

|hae2|2 ≤ |hab|2,

|hab|2

1+Pmax|hab|2
−

|hae2|2

1+Pmax|hae2|2
<Ca< |hab|2−|hae2|2.

(39e)

Proof: The proof can be referred to that of Lemma 1.
Lemma 8: The stochastic game has an NE (Pmax , 0, 1), if



θE1 ≥ max[ln(
1+ Pmax |hae1|2

1+ Pmax |hae2|2
), 1], (40a)

θJ1 ≥ ln(1+
Pmax |hae2|2

PJ1|he|2
)− ln(1+

Pmax |hab|2

PJ1|he1|2
)

− ln(
1+ Pmax |hae2|2

1+ Pmax |hab|2
), (40b)

θE2 ≤ ln(1+ Pmax |hae2|2), (40c)

θE2−θJ2≤ln(
1+Pmax |hae2|2

1+Pmax |hab|2
)+ln(1+

Pmax |hab|2

1+PJ2|he2|2
),

(40d)

|hae2|2 ≤ |hab|2,

|hab|2

1+ Pmax |hab|2
−

|hae2|2

1+ Pmax |hae2|2
≥ Ca. (40e)

Proof: Similar to the proof of Lemma 2.
Lemma 9: An NE (x∗, 1, 1) of the stochastic game is given

by


|hab|2

1+x∗|hab|2
−max[

|hae1|2

1+x∗|hae1|2
,
|hae2|2

1+x∗|hae2|2
]=Ca,

(41a)

0 ≤ x∗ ≤ Pmax . (41b)
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If

θE1 ≤ max[ln(
1+ x∗|hae1|2

1+ x∗|hae2|2
), 0], (42a)

θE1−θJ1≤max[ln(
1+x∗|hae1|2

1+x∗|hab|2
), ln(

1+x∗|hae2|2

1+x∗|hab|2
)

− ln(1+
x∗|hae2|2

1+ PJ1|he|2
)+ ln(1+

x∗|hab|2

1+ PJ1|he1|2
)],

(42b)

θE2 ≤ max[0, ln(
1+ x∗|hae2|2

1+ x∗|hae1|2
)], (42c)

θE2−θJ2≤max[ln(
1+x∗|hae1|2

1+x∗|hab|2
), ln(

1+x∗|hae2|2

1+x∗|hab|2
)

− ln(1+
x∗|hae1|2

1+ PJ2|he|2
)+ ln(1+

x∗|hab|2

1+ PJ2|he2|2
)],

(42d)

|hae1|2 ≤ |hab|2, |hae2|2 ≤ |hab|2,
|hab|2

1+Pmax |hab|2
−max[

|hae1|2

1+Pmax|hae1|2
,
|hae2|2

1+Pmax|hae2|2
]

< Ca < |hab|2 −max[|hae1|2, |hae2|2]. (42e)

Proof: The proof can be referred to that of Lemma 1.
Lemma 10: The stochastic game has an NE (Pmax , 1, 1), if

θE1 ≤ max[ln(
1+ Pmax |hae1|2

1+ Pmax |hae2|2
), 0], (43a)

θE1−θJ1≤max[ln(
1+Pmax |hae1|2

1+Pmax |hab|2
),ln(

1+Pmax |hae2|2

1+Pmax |hab|2
)

− ln(1+
Pmax |hae2|2

1+ PJ1|he|2
)+ ln(1+

Pmax |hab|2

1+ PJ1|he1|2
)],

(43b)

θE2 ≤ max[0, ln(
1+ Pmax |hae2|2

1+ Pmax |hae1|2
)], (43c)

θE2−θJ2≤max[ln(
1+Pmax |hae1|2

1+Pmax |hab|2
), ln(

1+Pmax |hae2|2

1+Pmax |hab|2
)

− ln(1+
Pmax |hae1|2

1+PJ2|he|2
)+ln(1+

Pmax |hab|2

1+PJ2|he2|2
)], (43d)

|hae1|2 ≤ |hab|2,

|hae2|2 ≤ |hab|2,
|hab|2

1+ Pmax |hab|2
−max[

|hae1|2

1+ Pmax |hae1|2
,

|hae2|2

1+ Pmax |hae2|2
] ≥ Ca. (43e)

Proof: Similar to the proof of Lemma 2.
Lemma 11: An NE (x∗, 2, 1) of the stochastic game is

given by 

|hab|2

1+ PJ1x∗|he1|2 + x∗|hab|2
−

|hae2|2

1+ PJ1x∗|he|2 + x∗|hae2|2
= Ca, (44a)

0 ≤ x∗ ≤ Pmax . (44b)

If

θJ1 ≤ ln(
1+ x∗|hab|2

1+ x∗|hae2|2
)+ ln(1+

x∗|hae2|2

1+ PJ1|he|2
)

− ln(1+
x∗|hab|2

1+ PJ1|he1|2
), (45a)

θJ1−θE1≤ ln(1+
x∗|hae2|2

1+PJ1|he|2
)−ln(1+

x∗|hab|2

1+PJ1|he1|2
)

− max[ln(
1+ x∗|hae1|2

1+ x∗|hab|2
), ln(

1+ x∗|hae2|2

1+ x∗|hab|2
)], (45b)

θE2 ≤ ln(1+
x∗|hae2|2

1+ PJ1|he|2
), (45c)

θE2 − θJ2 ≤ ln(1+
x∗|hab|2

1+ PJ1|he1|2 + PJ2|he2|2
)

+ ln(1+
x∗|hae2|2

1+ PJ1|he|2
)− ln(1+

x∗|hab|2

1+ PJ1|he1|2
),

(45d)
|hae2|2

1+ PJ1|he|2
≤

|hab|2

1+ PJ1|he1|2
,

|hab|2

1+PJ1|he1|2+Pmax |hab|2
−

|hae2|2

1+PJ1|he|2+Pmax |hae2|2

< Ca <
|hab|2

1+ PJ1|he1|2
−

|hae2|2

1+ PJ1|he|2
. (45e)

Proof: The proof can be referred to that of Lemma 1.
Lemma 12: The stochastic game has an NE (Pmax , 2, 1), if

θJ1≤ ln(
1+ Pmax |hab|2

1+ Pmax |hae2|2
)+ln(1+

Pmax |hae2|2

1+ PJ1|he|2
)

− ln(1+
Pmax |hab|2

1+ PJ1|he1|2
), (46a)

θJ1−θE1≤ ln(1+
Pmax |hae2|2

1+PJ1|he|2
)−ln(1+

Pmax |hab|2

1+PJ1|he1|2
)

−max[ln(
1+Pmax |hae1|2

1+Pmax |hab|2
), ln(

1+Pmax |hae2|2

1+Pmax |hab|2
)],

(46b)

θE2 ≤ ln(1+
Pmax |hae2|2

1+ PJ1|he|2
), (46c)

θE2 − θJ2 ≤ ln(1+
Pmax |hab|2

1+ PJ1|he1|2 + PJ2|he2|2
)

+ ln(1+
Pmax |hae2|2

1+ PJ1|he|2
)− ln(1+

Pmax |hab|2

1+ PJ1|he1|2
),

(46d)
|hae2|2

1+ PJ1|he|2
≤

|hab|2

1+ PJ1|he1|2
,

|hab|2

1+ PJ1|he1|2 + Pmax |hab|2

−
|hae2|2

1+ PJ1|he|2 + Pmax |hae2|2
≥ Ca. (46e)

Proof: Similar to the proof of Lemma 2.
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Lemma 13: An NE (x∗, 0, 2) of the stochastic game is
given by


|hab|2

1+ PJ2|he2|2x∗|hab|2
= Ca, (47a)

0 ≤ x∗ ≤ Pmax . (47b)

If

θE1 ≥ ln(1+
x∗|hae1|2

1+ PJ2|he|2
), (48a)

θJ1≥ ln(1+
x∗|hab|2

1+PJ2|he2|2
)−ln(1+

x∗|hab|2

1+PJ1|he1|2+PJ2|he2|2
),

(48b)

θJ2 ≤ ln(1+
x∗PJ2|hab|2|he2|2

1+ PJ2|he2|2 + x∗|hab|2
), (48c)

θJ2−θE2≤ ln(
1+x∗|hab|2

1+x∗|hae2|2
)−ln(1+

x∗|hab|2

1+PJ2|he2|2
),

(48d)

|hab|2

1+PJ2|he2|2+Pmax |hab|2
<Ca<

|hab|2

1+PJ2|he2|2
.

(48e)

Proof: The proof can be referred to that of Lemma 1.
Lemma 14: The stochastic game has an NE (Pmax , 0, 2), if



θE1 ≥ ln(1+
Pmax |hae1|2

1+ PJ2|he|2
), (49a)

θJ1≥ ln(1+
Pmax |hab|2

1+PJ2|he2|2
)−ln(1+

Pmax |hab|2

1+PJ1|he1|2+PJ2|he2|2
),

(49b)

θJ2 ≤ ln(1+
PmaxPJ2|hab|2|he2|2

1+ PJ2|he2|2 + Pmax |hab|2
), (49c)

θJ2−θE2≤ ln(
1+Pmax |hab|2

1+Pmax |hae2|2
)−ln(1+

Pmax |hab|2

1+PJ2|he2|2
),

(49d)

|hab|2

1+ PJ2|he2|2 + Pmax |hab|2
≥ Ca. (49e)

Proof: Similar to the proof of Lemma 2.
Lemma 15: An NE (x∗, 1, 2) of the stochastic game is

given by



|hab|2

1+ PJ2x∗|he2|2 + x∗|hab|2

−
|hae1|2

1+ PJ2x∗|he|2 + x∗|hae1|2
= Ca, (50a)

0 ≤ x∗ ≤ Pmax . (50b)

If

θE1 ≤ ln(1+
x∗|hae1|2

1+ PJ2|he|2
), (51a)

θE1 − θJ1 ≤ ln(1+
x∗|hab|2

1+ PJ1|he1|2 + PJ2|he2|2
)

+ ln(1+
x∗|hae1|2

1+ PJ2|he|2
)− ln(1+

x∗|hab|2

1+ PJ2|he2|2
),

(51b)

θJ2 ≤ ln(
1+ x∗|hab|2

1+ x∗|hae1|2
)+ ln(1+

x∗|hae1|2

1+ PJ2|he|2
)

− ln(1+
x∗|hab|2

1+ PJ2|he2|2
), (51c)

θJ2−θE2≤ ln(1+
x∗|hae1|2

1+PJ2|he|2
)−ln(1+

x∗|hab|2

1+PJ2|he2|2
)

− max[ln(
1+ x∗|hae1|2

1+ x∗|hab|2
), ln(

1+ x∗|hae2|2

1+ x∗|hab|2
)], (51d)

|hae1|2

1+ PJ2|he|2
≤

|hab|2

1+ PJ2|he2|2
,

|hab|2

1+PJ2|he2|2+Pmax |hab|2
−

|hae1|2

1+PJ2|he|2+Pmax |hae1|2

< Ca <
|hab|2

1+ PJ2|he2|2
−

|hae1|2

1+ PJ2|he|2
. (51e)

Proof: The proof can be referred to that of Lemma 1.
Lemma 16: The stochastic game has an NE (Pmax , 1, 2), if

θE1 ≤ ln(1+
Pmax |hae1|2

1+ PJ2|he|2
), (52a)

θE1 − θJ1 ≤ ln(1+
Pmax |hab|2

1+ PJ1|he1|2 + PJ2|he2|2
)

+ ln(1+
Pmax |hae1|2

1+ PJ2|he|2
)− ln(1+

Pmax |hab|2

1+ PJ2|he2|2
),

(52b)

θJ2≤ ln(
1+ Pmax |hab|2

1+ Pmax |hae1|2
)+ln(1+

Pmax |hae1|2

1+ PJ2|he|2
)

− ln(1+
Pmax |hab|2

1+ PJ2|he2|2
), (52c)

θJ2−θE2≤ ln(1+
Pmax |hae1|2

1+PJ2|he|2
)−ln(1+

Pmax |hab|2

1+PJ2|he2|2
)

− max[ln(
1+ Pmax |hae1|2

1+ Pmax |hab|2
), ln(

1+ Pmax |hae2|2

1+ Pmax |hab|2
)],

(52d)
|hae1|2

1+ PJ2|he|2
≤

|hab|2

1+ PJ2|he2|2
,

|hab|2

1+ PJ2|he2|2 + Pmax |hab|2

−
|hae1|2

1+ PJ2|he|2 + Pmax |hae1|2
≥ Ca. (52e)

Proof: Similar to the proof of Lemma 2.
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Lemma 17: An NE (x∗, 2, 2) of the stochastic game is
given by

|hab|2

1+ PJ1x∗|he1|2 + PJ2x∗|he2|2 + x∗|hab|2
= Ca,

(53a)

0 ≤ x∗ ≤ Pmax . (53b)

If

θJ1≤ ln(1+
x∗|hab|2

1+PJ2|he2|2
)−ln(1+

x∗|hab|2

1+PJ1|he1|2+PJ2|he2|2
),

(54a)

θJ1−θE1≤ ln(1+
x∗|hab|2

1+PJ2|he2|2
)−ln(1+

x∗|hae1|2

1+PJ2|he|2
)

− ln(1+
x∗|hab|2

1+ PJ1|he1|2 + PJ2|he2|2
), (54b)

θJ2 ≤ ln(1+
x∗|hab|2

1+ PJ1|he1|2
)

− ln(1+
x∗|hab|2

1+ PJ1|he1|2 + PJ2|he2|2
), (54c)

θJ2−θE2≤ ln(1+
x∗|hab|2

1+PJ1|he1|2
)− ln(1+

x∗|hae2|2

1+PJ1|he|2
)

− ln(1+
x∗|hab|2

1+ PJ1|he1|2 + PJ2|he2|2
), (54d)

|hae1|2

1+ PJ1|he1|2 + PJ2|he2|2 + Pmax |hab|2

< Ca <
|hae1|2

1+ PJ1|he1|2 + PJ2|he2|2
. (54e)

Proof: The proof can be referred to that of Lemma 1.
Lemma 18: The stochastic game has an NE (Pmax , 2, 2), if

θJ1≤ ln(1+
Pmax |hab|2

1+ PJ2|he2|2
)−ln(1+

Pmax |hab|2

1+PJ1|he1|2+PJ2|he2|2
),

(55a)

θJ1−θE1≤ ln(1+
Pmax |hab|2

1+PJ2|he2|2
)−ln(1+

Pmax |hae1|2

1+PJ2|he|2
)

− ln(1+
Pmax |hab|2

1+ PJ1|he1|2 + PJ2|he2|2
), (55b)

θJ2 ≤ ln(1+
Pmax |hab|2

1+ PJ1|he1|2
)

− ln(1+
Pmax |hab|2

1+ PJ1|he1|2 + PJ2|he2|2
), (55c)

θJ2−θE2≤ ln(1+
Pmax |hab|2

1+PJ1|he1|2
)−ln(1+

Pmax |hae2|2

1+PJ1|he|2
)

− ln(1+
Pmax |hab|2

1+ PJ1|he1|2 + PJ2|he2|2
), (55d)

|hae1|2

1+ PJ1|he1|2 + PJ2|he2|2 + Pmax |hab|2
≥ Ca. (55e)

Proof: Similar to the proof of Lemma 2.
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